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SAFETY CAUTIONS

(You must read these cautions before using the product)

In connection with the use of this product, in addition to carefully reading both this manual and the
related manuals indicated in this manual, it is also essential to pay due attention to safety and
handle the product correctly.

The safety cautions given here apply to this product in isolation. For information on the safety of
the PC system as a whole, refer to the CPU module User’s Manual.

These o SAFETY CAUTIONS o are classified into two grades: "DANGER" and "CAUTION".

DANGER sjtuations involving the possibility of death or serious injury.

Safety caution given when incorrect handling could result in hazardous
CAUTION  gjtuations involving the possibility of moderate or light injury or damage to

property.

<D Safety caution given when incorrect handling could result in hazardous

Note that, depending on the circumstances, failing to follow a ACAUTION may also have very
serious consequences.

Both of these classes of safety caution are very important and must be observed.

Store this manual carefully in a place where it is accessible for reference whenever necessary,
and forward a copy of the manual to the end user.

[Cautions on Design]

<> pancer

e« When a communication error occurs in the data link, the status of the faulty
station is as follows.
Configure an interlock circuit in the sequence program using the
communication status information so that the system can operate safely.
Erroneous outputs and misoperation could cause accidents.
(1) The data link data before the fault occurred is preserved.
(2) All points at remote /O stations go OFF.

« In systems in which QnACPU and AnUCPU are used together, never execute
the following transient transmissions from a QnACPU to an AnACPU in another
station.

If such a transmission is attempted, a "MAIN CPU DOWN" error or "WDT
ERROR" occurs at the relevant AnUCPU, and operation stops.
(1) GPPQ—— Remote operation (remote RUN, STOP, PAUSE, etc.)
: Clock setting
Online mode device test
(2) Link dedicated instructions (SEND, READ, SREAD, WRITE, SWRITE, REQ)




[Cautions on Design]

/I\ cauTion

* Do not bundle control lines or communication wires together with main circuit
or power lines, or lay them close to these lines.
As a guide, separate the lines by a distance of at least 100 mm, otherwise
malfunctions may occur due to noise.

[Cautions on Mounting]

/N cauTion

» Use the PC in an environment that conforms to the general specifications in
the manual.
Using the PC in environments outside the ranges stated in the general
specifications will cause electric shock, fire, malfunction, or damage
to/deterioration of the product.

e Make sure that the module fixing projection on the base of the module is
properly engaged in the module fixing hole in the base unit before mounting -
the module.

Failure to mount the module properly will result in malfunction or failure, or in
the module falling.

[Cautions on Wiring]

<> pancer

» Always switch off all power supply phases externally before attempting
installation or wiring work.
If all power supply phases are not switched OFF, there will be a danger of
electric shock or damage to the product.

/N cauTion

» Carry out wiring to the PC correctly, checking the rated voltage and terminal
arrangement of the product.
Using a power supply that does not conform to the rated voltage, or carrying
out wiring incorrectly, will cause fire or failure.

e Tighten the terminal screws to the stipulated torque.
Loose screws will cause short circuits, fire, or malfunctions.

» Make sure that no foreign matter such as chips or wiring offcuts gets inside the
module. [t will cause fire, failure or malfunction.

e Crimp, pressure weld, or correctly solder connectors for external connections,
using the correct tools.
An imperfect connection could cause short circuiting, fire, or malfunction.




[Cautions on Startup and Maintenance]

> paNGER

o Do not touch terminals or connectors while the power is ON.
This will cause malfunctions.

o Switch the power off before cleaning or re-tightening terminal screws.
Carrying out this work while the power is ON will cause failure or malfunction
of the module.

/I\ CAUTION

e Read the manual carefully and confirm safety before attempting operations
such as program changes, forced output, RUN, STOP, PAUSE, etc., during
operation.

Incorrent procedure could damage the machine or cause accidents.

¢ Do not disassemble or modify any module.
This will cause failure, malfunction, injuries, or fire.

e Switch the power OFF before mounting or removing the module.
Mounting or removing it with the power ON can cause failure or malfunction of
the module.

[Cautions on Disposal]

& CAUTION

o Dispose of this product as industrial waste.
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INTRODUCTION

Thank you for choosing the Mitsubishi MELSEC-QnA Series of General Purpose Programmable
Controllers. Please read this manual carefully so that the equipment is used to its optimum.
A copy of this manual should be forwarded to the end User.
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About Manuals
The following manuals are also related to this product.

Order the manuals indicated in this table if required.

Related Manuals

Manual Name ‘ Manual Number

QnACPU Guidebook
Describes the procedures for everything from creating programs to writing a program IB-66606
to the CPU and debugging it, for those using QnACPU for the first time.

Also describes methods of use that are peculiar to QnACPU. (Purchased separately)

QnACPU Programming Manual (Fundamentals)

Describes the programming methods necessary for program creation, device hames, 1B-66614
parameters, program types, etc. {Purchased separately)

QnACPU Programming Manual (Common Instructions)
Describes how to use sequence instructions and basic instructions. |B-66615

(Purchased separatsly)

QnACPU Programming Manual (Special Function Modules)
Describes dedicated instructions for special function modules used with Q2ACPU(S1), |B-66616
Q3ACPU, and Q4ACPU. (Purchased separately)

MELSECNET, MELSECNET/B Data Link System Reference Manual
Gives a general description of MELSECNET{(Il) and MELSECNET/B and related 1B-66350
specifications, part names and settings, etc. (Purchased separately)

SWOIVD-GPPQ GPP Function Operation Manual (OFFLINE)
Describes the method for creating programs with SW0IVD-GPPQ, the method for IB-66623
printout, and offline functions such as file maintenance. {Supplied with the product)

SWOIVD-GPPQ GPP Function Operating Manual (ONLINE)
Describes the online functions of SWOIVD-GPPQ, such as the methods for monitoring 1B-66624
and debuggiﬁg. (Supplied with the product)




For Those New to MELSECNET/10...
What is MELSECNET/10?

MELSECNET/10 is a system for establishing a data link (communicating
data) between PC CPUs, or between PC CPUs and remote |/O stations.

What is "data link"?

Data link is communication with other stations by means of link registers
(B, W, X, Y) and instructions.

—| Cyclic transmission (communication at regular intervals) |
[PC-to-PC network]

[B/W communication] [X/Y communication]
All stations can communicate Communication possible with specific
with all other stations. stations only.

Can become a
control station
or master station

Control
station

PC-to-PC
network

Normal _ Normal
station station

[Remote I/O network]

1/0 master
station

PC-to-PC
network

0 station 0 [ station

Buffer memory communication possible with B/W, I/O signal communica-
tion possible with X/Y.

Remote master
station

Remote /O
network

Remote /O Remote I/O
station station

—! Transient transmission (communication occurs on request only) |

¢ Peripheral device
e Instructions

Basic terms associated with MELSECNET/10

Control station................. One control station is required in a PC-to-PC network, and the

parameters for data link are set at this station.

Normal station................. A station that is controlled by a control station.
Remote master station..... One remote master station is required in a remote /O network,

and the parameters for data link are set at this station.

Remote |/O station........... A station that is controlled by a remote master station.

/O master station............ A station that exercises control in X/Y communication in a PC-to-PC
network.

Network..........ccoevvvininnn. A system that performs data link operations.



1. GENERAL DESCRIPTION

1. GENERAL DESCRIPTION

There are the following types of MELSECNET/10 network system:
1) "PC-to-PC networks"®, in which communication takes place between
PC CPUs. :
2) "Remote I/0 networks", in which communication takes place between
a PC CPU and remote /O stations.
Both PC-to-PC networks and remote I/O networks are specialized
networks. It is not possible to include remote I/O stations in a PC-to-PC
network, or to include PC-to-PC network stations (control stations or
normal stations) in a remote I/O network.
In the system below, a PC-to-PC network is configured as an optical loop
system, and a remote I/O network is configured as a coaxial bus system.

l . I l Control l ' Normal I ‘ Normal l
Remote master station station station station
(4D [ 4 14

P°W7l' QnACPU Al71 AJ71 ’P:";’ QnACPU AI7T1 . Powelr QnACPU AJ71

§U] 8

iy a QBR11 | QLP21 MR QLP21 supply, aLP21
o]

B oo |

Power QnACPU AI71
supply QBR11

(iE"

l Remote 1/0 stationl | Remote 1/0O stationl
/ g

7

Power | AJ72QBR15 | I/0 1/0 Power | AJ72QBR15 | 1/0 /0
e i

K |

N J\ )

Remote /O network




1. GENERAL DESCRIPTION

1.1 Features Common to PC-to-PC and Remote I/O Networks

(1) High transmission speed
(a) Transmission speed is 10M bps.
(b) By using a multiplex transmission method with an optical loop system
(when forward and reverse loops are normal), transmission at a rate
of 20M bps is possible.

(2) Large-capacity link device areas
The link relays (B), link registers (W) and I/0O devices (X/Y), which
are the link devices for network modules (AJ71QLP21(S), AJ71QBR11),
are each allocated 8192 points.
Link relays (B), link registers (W), and I/0 devices (X/Y) which serve as
link devices for QnACPU are also allocated 8192 points each.

(3) A large-scale and flexible system can be built.
(a) Up to four network modules can be installed with one QhACPU.
When more than one network module is installed, they can be used
as follows.
1) Provided the total of link devices used does not exceed 8192 points,
they can all be allocated as QnACPU link devices.

QnACPU Network module 1 Network module 2
B B B
0 o}
FFF FFF
1000 1000
1FFF ! 1FFF

2) When using link devices exceeding 8192 points, use one of the
following three methods:
¢ Increase the number of QnACPU link device points and allocate
to these new points.
* Allocate to devices other than link devices.
¢ Use direct access.

[Increase the number of QnACPU device points] [Allocation to points other than link devices,
direct access]
QnACPU Network module 1 Network module 2 QnACPU Network module 1 Network module 2
B B8 B

0 0 0

FFF
1000

)

1FFF

SN

&

%
1FFF % 1FFF 1FFF
\ .
N\
\
)

/
<v281000 M
JAB1500 Direct access

i




1. GENERAL DESCRIPTION

(b) Either an optical loop system or coaxial bus system can be used to
build a PC-to-PC network or remote 1/O network.

1) The optical loop. system is used to build a network system with
relatively long station-to-station distance and total distance.
Fiber-optic cables are not affected by external noise along the
transmission channel.

Station-to-Station Distance and Total
Distance Depending on Cable Type

Fiber-Optic Cable | Station-to-Station Total Distance
Sl cable | H type 300 m (984.25 ft.)

(otd) Ltype |500m (1640.42 ft.) 30 km.
18.64 mi

Sl cable (new) 500m (1640421t) |\ miles)

Qs cable 1 km (3280.84 ft.)

2) The coaxial bus system makes cable connections easy.
However, there are restrictions on cable length depending on the
number of connected stations (see Section 4.3.2).

Station-to-Station Distance and Total Distance
Depending on Cable Type

Cable Station-to-Station Total Distance
3C-2V 300 m (984.25 ft.) | 300 m (984.25 ft.)
5C-2V 500 m (1640.42 ft.) | 500 m (1640.42 ft.)
PC-to-PC network (optical loop system)
QrA | A1 qna | A71 PC-to-PC network (coaxial bus system)
CPU| QLP21 CPU| QLP21
T T QnaA | AJ71 QnA | AJ71 QnA | AJ71
: : CPU| QBR11 CPU| QBR11 CPU QBR11
; 0
-

Station-to-station

TRTTTTRT T

1 1
Total distance

I
!
J‘ Station-to-station

Station-to-station

Total distance

Y -

QnA | AJ71 QnA | AJ71
CPU| QLP21 CPU| QLP21

Remote |/O network (optical loop system)

anA | AJ71 ' AJT2 Remote 1/0 network (coaxial bus system)

CPU| QLP21 QLP25
r arala7 | AIT2 ' T2
]: |cPu] QBR11 QBR15 QBR15

[
J
1

Station-to-station

-5--t--1

Total distance

i
]
Station-to-station |  Station-to-station

AJ72 AJ72 Total distance

QLP25 QLP25

Bkt BT =
Y Y




1. GENERAL DESCRIPTION

3) By using A6BR10/A6BR10-DC repeater units, the station-to-station
/overall distance can be increased to a maximum of 2.5 km
(8202.1 ft.)(when 4 modules are used).

Y T

Max. 500 m (1640.42 ft.)

Max. 500 m
I Max. 500 m (1640.42 ft.) 1 1(1840.42 ft.},
[ 3 Ll o
{ | ! I
| 1 i I
1 1 i |
[} 1 |
[} ) |
QnA [ AJ71 QnA | AJ71 : QA | AJ71 : | [Qraja71
CPU| QBR11 CPU|[ QBR11 I CPU| @BR11 I 1 |CPU| QBR11
1 1 1
1 1 1
| 1 i
| 1 ]

QnA | AI71 QnA

CPU| QBR11 CPU

QnA
CPU

Max. 500 m (1640.42 ft.)

AJ71
QBR11

QrA
CPU

(c) The number of stations that can be connected is different for optical

Max. 500 m (1640.42 ft.)

~Y___
-F---

loop systems and coaxial loop systems.

-Y

Optical Loop System

Coaxial Loop System

PC-to-PC network

64 stations
(Control station : 1,
normal stations : 63)

32 stations
(Control station : 1,
normal stations : 31)

65 stations

33 stations

Remote 1/0 network |/Remote master station : 1 *)

emote master station : 1 )
Remote I/O stations : 64 *

emote |/O stations : 32

* In multiplex/parallel master systems, since the multiplex/parallel remote master
station occupies 1 station, the number of remote 1/0 stations is reduced by one.

(d) One system can be expanded up to 239 networks.

I Network No. 3
| l

I

Network No. 1

I

Network No. 4

I

..... Network No. 239

1 Network No. 2
T A




1. GENERAL DESCRIPTION

(e) Connections can be made without regard to the station number order.

Station Station Station
1 3 5
| | I ] Station Station Station Station
2 4 3
Optical loop system I I | | ]
l | r | Coaxial bus system
Station Station Station
4 6 2

(4) Transient transmission to other network stations
In a system in which multiple networks are connected (multl -tier system),
transient transmission to stations in other networks is possible by using
the routing function. '

PC-to-PC network

Request destination 2

----- d i ¥ 1

U [
ana | A7 anma [|A71 | am | A7 QrA | AI71
CPU| gLP21 cPU :QLP21: CPU{ @BR11 CPU| @BR11

U

ﬁ_ _______________ .J'J Request destination 1 Request source 2
PC-to-PC network
QnA [ AJ71 anA [ AJ71 || AITA
CPU| QLP21 CPU | QLP21!| QBR11
" il |

fL___ Remote 1/0 network
I Il l l

AJ72 AJ72 AJ72
QBR15 QBR15 QBR15

Request source 1

(6) Link device direct access
The link devices (B, W, X, Y, SB, SW) of network modules can be read
from and written to directly by the sequence program, independently of the
PC CPU link refresh operations.
This enables a reduction in transmission delay time.

QnACPU Network module
r——-—"—"=-="—-+v=s=-=-—--—-=sSs=-== | FT-o=s== A
] ! 1 ]
v HE———< e ) | : — > To other station
] | 1 B ] .
! JI\B100 « ; , — From other station
t —l | [} ] 1
] ] ] ¥
] | t 1
E || ——{ Mov k20 y1w100 ] } ': — L To other station
) P ; : W le—1— From other station
! -
! H: J1\W200 K300 ]— ! ! :
1 ] 1 1
P G J O =}



1. GENERAL DESCRIPTION
MELSEC-QnA

(6) Since the QnACPU has default values for the parameters, parameter
setting is reduced to a minimum.

Parameter setting @;@

|

Control station Normal station
QnA | AJ71 QnA | AJ71
CPU| QLP21 CPU| QLP21

l |

PC-to-PC network

/O
N

QnA | AJ71 QnA | AV71
CPU| QLP21 CPU{ QLP21
Normal station Normal station

Param setting Param setting

j%\
j%

(7) Compatibility
The cables that were used with MELSECNET and with MELSECNET/10
for AnU can also be used in these networks.



1. GENERAL DESCRIPTION

. MELSEC-QnA
(8) Improved RAS functions
The RAS functions such as automatic on-line return, loopback, network
monitor, and network diagnosis improve the reliability of data link.
(a) Automatic on-line return function
When an off-line station recovers from a fault, it automatically goes back
on-line and restarts communications.
Station 1 Station 2 Station 1 Station 2
i B H
| U, J Lo ]
LS N (P S N oo R — J

1
]
1
W_ZZIZZZITITITTC J AN
N\
/Reverse loop N
+ 7

Forward loop

Station 4 Station 3 Station 4 Station 3

(b) Loopback function (optical loop system)
When a station becomes faulty or a cable is disconnected, the faulty part
is bypassed by using the forward and reverse loops to maintain the data
link with available stations.

Station 1 Station 2 Station 1 Station 2
oo . Forward T
I_L_.p)__l i loop Ll
] [
_______________ J L_____«._._—d [V
E Reverse loop X
N / ———————————  ,— /’
i |\ r
Station 4 Station 3 Station 4 Station 3 ’

(c) Station separation function (coaxial bus system)
When a station is down due to power failure, the station is separated

and the data link is executed with the available stations. ’

Station 2

| Station 1

Station 3

If station

Station 1

Station 2

Station 3

3 is down

=>

(d) Diagnosis
Hardware, cable connections, and settings related to the data link can
be checked by the network monitor and diagnosis functions using
peripheral devices and by off-line diagnosis using the switch settings of
~ the network module.

RAS; Abbreviation of Reliability, Availability, and Serviceability. This is in
reference to the comprehensive usability of automated equipment.




1. GENERAL DESCRIPTION
o, ] “nEEl.s;EE(:-()r‘I\

1.2 Features of a PC-to-PC Network

(1) Prevention of the network from going down when the control station is
down, .
A normal station can take over the management of the network as a
sub-control station when the control station is down (control station shift
function).

Control station

Normatl station

Normal station

Normal station

QrA
CPU

A7
QBR11

QnA
cPU

AJ71
QBR11

QnA
CPU

AJ71
QBR11

QnA
CPU

AT
QBR11

Control station

v

Sub-control station

QnA
cPU

QnA
crPu

A7
QBR11

Normal station

Normal station

QnA
CPU

AJ71
QBR11

QnA
CPU

AJ71
QBR11

(2) Data communications between networks

Link data (B/W) in one network can be transferred to another network by

using the data link transfer function.

Network module (station 1)

Network module (station 2)

P

QnACPU B B

KT 7770

Send area Send area

for station 1 for station 1
_Y_ W Y

Send area Send area

for station 2 for station 2
v Y

]
Send area Send area
for station 3 for station 3

Network No. 1

il

Network No. 2

Station
3

Station
2

Station
3

Station
1




1. GENERAL DESCRIPTION

supply
module

MELSEC-QnA
(8) Increasing the number of link points per station -
By installing more than one network module assigned the same network
number with one QnACPU, it is possible to send "number of modules x
2000 bytes" of link data.
1Mp1 1Ns2
%:%:'%s QnAcPU 21;121 31;121 %Can send maximum of 4000 byteg
& [ ®
Network No.1
Power | QnACPU | AJ71 Power | QnACPU | AJ71
modite QP21 A aLP21
(s) ()
1Ns4 INs3
(4) Duplication of networks '
By installing two network modules at each PC CPU, if for example a fault
occurs at a module in the operational network, data link operation can be
continued by switching to the standby network. (Switching* between the
operational and standby networks is done in the sequence program.)
Power QnACPU or Power QnACPU

tandby supply
etwork module

Operational network

Standby network

Power |  QuACPU
supply )
module

Power QnACPU :
supply g
module

* "Switching" means setting whether data reading (to QhACPU from
network module) will be performed from the network module of the
operational network or that of the standby network.
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(5)

MELSEC-QnA

Transient transmission possible even during PC CPU error

Even if an error that stops the PC CPU occurs during system operation,
transient transmission can be continued because the network module is
normal.

It is possible to check the status of a PC CPU at which an error has
occurred from another station.

(

N

[Current error display]

\ OPREATION ERROR

. c T Powsr | GRACPU | AJ71 Power | QRACPU | AJ71
0. rror message ime , aLP21 SUPPYY QP21
4101 OPERATION ERROR 95-08-07 module module
Error step : 1013 14:27:53
A
{ I
1
]
1
e e e e — -
|
| '
Peripheral device / o | GnACPU | A7 Fower | QnACPU | AJT1

module QLP21 supply aLP21

__'___.___ﬁ__._l

(6) Preventing stations going down due to external power supply failure
If multiple stations go down in a loop system, data link can be continued
with those stations between those that have gone down. Moreover, since
loopback can be avoided, the link scan time remains stable.
(AJ71LP218 is a network module that can supply an external power
supply.) . '
Control station Normal station Normal station [ —] External
(station 1) (station 2) ' (station 3) power
supply
Power | QnACPU | AJ71 Power | QnACPU | AJ71 Power § QnACPU | AJ71
supply| oLP218 supply aLP21s supply| QLP21s
2—._
______________________________ A
- ]1 s'l """"""" - ;
Power | QnACPU | AJ71 Power | QnACPU | AJ71 Power | QnaCPU | AJ71
supply oLP21s S | aQLP21s iyl aLp21s
T
Normal station Normal station Normal station
(station 6) (station 5) —1 External (station 4)
power
supply If stations 3 and 5 are network modules
without an external power supply
(AJ71LP21), this station will go down
because it is caught between stations
o that have gone down.
(7) Compatibility

It is possible to mix AnU, AnA, and AnNCPU stations in the system.

1-10
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1.3 Features of Remote I/0 Networks

(1) Multiplex master stations
By providing multiplex master stations and multiplex remote master

stations, even if a multiplex master station goes down, data link operation

can be continued by a multiplex remote substation.
Even if the multiplex remote master station returns to normal, control by

the multiplex remote submaster station continues.
mote masteg §tation Multiplex remote submaster station

Powalr power | QnACPU | AJ71

v+ et aLp21
Power | AJ72 1/0}1/0 Pow';r AJ72 1/0|1/0 Power | AJ72 1/0|i/0
s | QLP25 mprie| QLP25 opet,| QLP25

Remote I/O station Remote I/0O station Remote /O station

(2) Parallel master stations
Since it is possible to configure a line (cable) in which control by both a

parallel remote master station and parallel remote submaster station take
place, wiring costs can be reduced.

Parallel remote submaster station

Parallel remote master station

powe | QRACPU | AJT1 Power | QMACPU | AJ71
8!
module QLPz1 supply QLp21

N e

¥ R r ¥
power [ AJ72 |1/0]1/0 Power AJ72  |I/011/0 Power | AJ72 I/0]1/0 power | AJ72  |1/0]1/0
el QLP25 el QLP25 | QLP25 ouree | QLP25
Remote |/O station Remote 1/O station Remote 1/0O station Remote 1/O station

(3) Compatibility
Remote I/O stations for AnU systems (AJ72LP25, AJ72BR15) can be used.

1-11
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e

1.4 Abbreviations Used in the Text, Tables, and Figures

(1) Abbreviations

(a)

(b)

PC-to-PC network

sub-control station

Name Abbreviation Applicable PC
Control station Mp QnACPU, AnUCPU
Sub-control station S QnACPU, AnUCPU
Can become a
Normal | sub-control station Ns QnACPU, AnUCPU
station | cannot become a N AnACPU, AnNCPU

Remote /O network

Name Abbreviation
Remote master station Mg
Remote I/0 station R .
Multiplex remote master station DMR
Multiplex remote submaster station DSMR
Parallel remote master station PMR
Parallel remote submaster station PSMR

(2) Code format

CICIE] — l
Group No. (1to 9)

Station No. (1 to 64)

Abbreviation

[Example codes]
1) PC-to-PC network, network No. 3,

control station, station No. 18

Network No. (1 to 239)

2) Remote 1/0 network, network No. 15,
multiplex remote submaster station, station No. 4..... 15DSMR4
3) Remote 1/0 network, network No. 37,

remote I/O station, station No. 26

1-12



2. SYSTEM CONFIGURATION

2. SYSTEM CONFIGURATION

This section describes the systems that can be configured with PC-to-PC
networks and remote 1/O networks.

21 PC-to-PC Network

The system configuration of PC-to-PC networks is described here.

2.1.1 Two-tier system

A two-tier system is a single system in which a control station and normal
stations are linked by fiber-optic cable/coaxial cable.

(1) System configuration

(a)

(b)

Optical loop system

An optical loop system can be built with one control station and up
to 63 normal stations. Any station can be set as a control station.
In the system configuration shown below, station 1 is set as the
control station.

Station 1 Station 2 Station 3
(control station) (normal station) (normal station)
Power | QnACPU | AJ71 Power | QnACPU} AJ71 Power | QnACPU| AJ71
supply QLP21 supply aLp21 supply QP21

O] (s) O]

|1 J

Fiber-optic cable

I | [

Power | QRACPU| AJ71 Power | QnACPU{ AJ71 Power | QnACPU| AJ71
supply aLP21 i qP2t supply aLP21
® | ) ©
Station 64 Station 5 Station 4
{normal station) (normal station) (normal station)

Coaxial bus system
A coaxial bus system can be built with one control station and up to

31 normal stations. Any station can be set as a control station.

In the system configuration shown below, station 1 is set as the
control station.

Station 1 Station 2 Station 32
(control station) {normal station) (normal station)
Power |QRACPU| AJ71 Power | QnACPU ATY Powsr | QnACPU | AJ71
sueply @BR11 QBR11 QBR11

y Coaxial cable
Terminal Terminal

resistance resistance
(purchased (purchased
separately) separately)

2-1



2. SYSTEM CONFIGURATION

(2) Parameter settings
The parameter settings for the control station (MP) and normal sta-
tions (Ns) are shown in Table 2.1.

Table 2.1 Parameter Settings

Control Station (Mp)
Setting Normal See Section
Default Common Station (Ns)
Parameters | Parameters
Number of modules setting 7.2
Head 1/0 No. A A
Network Network No. g 3
settings Total nhumber .
of (slave) X X
stations in link
Network refresh parameters A A A 7.4
Common parameters X ® X 7.5
Station-specific parameters A A A 7.6
1/O allocations X X X —
Transfer parameters for data X X X _
link
Routing parameters X X X —

® : Must always be set A : Set if necessary X : Setting not necessary
(3) Network module settings

The network settings for the control station (MP) and normal stations
(Ns) are shown in Table 2.2.

Table 2.2 Network Module Settings

Control Station (Mp) Normal
. orma .
Setting Default Common Station (Ns) See Section
Parameters | Parameters
Network No. [ J o ®
Group No. FaN PN A
Station No. ® ® [ ]
Mode ®(0) ®(0) ®(0)
Nomwark type OFF OFF OFF
( ) Section
Station type ’ 4.2.1
(SW2) ON ON OFF
Condition | Parameters
settings used (SW3) ON _ OFF X
Number of
stations (SW4, 5) A X X
Total number of
B/W points A X . X
(SWs, 7)

@ : Must always be set A: Setif necessary X : Setting not necessary



2. SYSTEM CONFIGURATION

(4) Usable device range
All B/W devices in the range 0 to 1FFF (8192 points) can be used.
For X/Y devices, devices within the 0 to 1FFF range that are after the
actual 1/0O range (range of devices allocated to actually mounted
modules) can be used.

0 800 1000 1800 1FFF
L { 1 | |

sable device
ange

2.1.2 Multi-tier system

A multi-tier system consists of several networks connected to each other.
Make sure that no network numbers are duplicated when making the
setting. The numbers in the renge 1 - 239 can be allocated as required
provided these are no duplications.

Up to four network modules can be installed with one QnACPU. It is
possible to set the four network modules as control stations.

(1) System configuration -
An example of a system in which 3 networks are connected is shown

below.
1Mp1 1Ns2 2Mp1 2Ns2
Power [QnACPU]{ AJ71 Power | GnACPU| AJ71 AT Power | QrACPU| AJ71
supply QP21 supply awpz1 QP21 supply QP2
16 (s (s) (s)
Network No. 1 Network No.2
Power | QnACPU| AJ71 AT Power | QRACPU| AJ71
supply alP21 | aer11 supply QP21
s) IMp1 ©) 2Ns3
Ns3 Network No.3
Power | QnACPU| AJ71 Power | QnACPU| AJT1 Power | QnACPU| AJ71
supply QBR11 supply QBR11 supply QBR11
3Ns2 3Ns3 3Ns4
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(2) Parameter settings

The parameter settings for the control station (MP) and normal sta-
tions (Ns) are shown in Table 2.3.

Table 2.3 Parameter Settings

CPU with Multiple Modules Installed CPU with One Module Installed
Settings Control Station (Mp) Normal Control Station (Mr) Normal Sescet?on
Default Common Station Default Common Station
Parameters | Parameters (Ns) Parameters | Parameters (Ns)
Number of modules setting 7.2
Head 1/0 No. A ZaN Tay A
Network | Network No. o4 L4
settings Total number e
of (slave) X X X X
stations in link
Network refresh parameters A A A A PaN A 7.4
Common parameters X ® X X ® X 7.5
Station-specific parameters A A PaN A PN A 7.6
1/0 allocations X X X X X X —
CT‘;?:s”f:; Earameters for A A A X X X 78
Routing parameters * A A A A A PaN 7.9

® : Must always be set A: Setif necessary X : Setting not necessary * : Set with respect to CPU

(3) Network module settings
The network module settings for the master station (MP) and normal
stations (Ns) are shown in Table 2.4.

Table 2.4 Network Module Settings

CPU with Multiple Modules Installed CPU with One Module installed
Settings Control Station (Mp) Normal Control Station (Mp) Normal | ¢ Set_e
: . y ection
Default Common St&t:)m Default Common St(:::)’"
Parameters | Parameters Parameters | Parameters
Network No. ® ® o ® ® ®
Group No. A A A A A PaN
Station No. o [ J [ J o e [
Mode o(0) o(0) ®(0) ®(0) ®(0) ®(0)
Network type
(SW1) OFF OFF OFF OFF OFF OFF
Station ty Section
ation pe 4.2.1
(SW2) ON ON QFF ON ON OFF
. Parameters
Con_dltlon used (SW3) ON OFF X ON OFF X
settings
Number of
stations A X X ® X X
(SW4, 5)
Total humber
of B/W points A X X ® X X
(SWs, 7)

@ : Must always be set A: Setif necessary X : Setting not necessary

2-4
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(4) Usable device range
All B/W devices in the range 0 to 1FFF (8192 points) can be used.
However, these points are shared among each of the network
modules.
For X/Y devices, devices within the 0 to 1FFF (8192 points) range
that are after the actual I/O range (range of devices allocated to
actually mounted modules) can be used. However, the range to be
used must be allocated at each network module.
[} 800 1000 1800 1FFF

QnACPU B/W

Network module 1 B/W

Network module 2 B/W

QnACPU XIY v /N

Networkmodule 1 XY [l |
Network module 2 X/Y  [actust o] Y

2.1.3 Duplex systems

A duplex system is a system in which every PC CPU has an "operational"
and "standby" network module installed with it, and, if the operational
network goes down, data link is continued by switching to the standby
network.

(1) System configuration
The configuration for a coaxial bus cable is shown below.

Control station Normal station Normal station
Power | ONACPU h?Pe.rla- St::d Power | QRACPU ?”']" Sh“r’lldrz‘:‘r Power | QNACPU "Operln- stm
aupply newwork [motuie | | PPY nofwork modul Supply otwork | modute

module module module

Operational network , I

-
.

E Standby network

-
1
1

Power | QnACPU |Opera- |Standby Power | QRACPU [Opera- |Standl
supply tional network supply tional netwo
network |module network |module
module module .
Normal station Normal station

POINTI

Set different numbers for the network numbers of the operational
network and standby network.
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(2) Parameter settings
The parameter settings for the control station (MP) and normal sta-
tions (Ns) are shown in Table 2.5.

Table 2.5 Parameter Settings

Control Station (Mp) Normal Station (Ns)
Settings For Operational Network For For For See Section
Standby Operational Standby
Default Common
Parameters | Parameters Network Network Network
Number of modules setting 7.2
Head I/O No. g L4 L4 L4
Network | Network No. g 23
settings Total number )
of (slave) X X X X
stations in link
Network refresh parameters A A X A X 7.4
Common parameters X ® X X X 7.5
Station-specific parameters A FaN X A X 7.6
1/0 allocations X X X X X —
Transfer parameters for
data link * A A X X X 7.8
Routing parameters * A A X A X 7.9
® : Must always be set A: Set if necessary X : Setting not necessary
(3) Network module settings
The network module settings for the master station (Mp) and normal
stations (Ns) are shown in Table 2.6.
Table 2.6 Network Module Settings
Control Station (Mp) Normal Station (Ms)
1 For Operational Network i
Settings P For Standby |, er';(t’i:)nal For Standby | See Section
Default Common Network l;letwork Network
Parameters | Parameters
Network No. ) ) o’ ) ¢’
Group No. A A A
Station No. ® ® ®
Mode ®(0) ®(0) ®(0)
:"Sevtv“;‘)"k type OFF OFF OFF
- Same as for ‘Same as for S:cztu;n
Station type ON ON operational OFF operational e
(SW2) network network
Condition | Parameters
settings used (SW3) ON OFF X
Number of ’
stations (SW4, 5) a X X
Total number of
B/W points A X X
(SWs6, 7)

® : Must always be set A: Set if necessary X : Setting not necessary
* . Set a different network No. than that used for the operational network.
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(4) Usable device range
All B/W devices in the range 0 to 1FFF (8192 points) can be used.
For X/Y devices, devices within the 0 to 1FFF (8192 points) range
that are after the actual /0O range (range of devices allocated to
actually mounted modules) can be used.

0 800 1000 1800 1FFF
L ] t 1 ]

Usable device
range

2.1.4 Products required to configure a PC-to-PC network

The requirements for building a PC-to-PC network are listed in the table
below.

Table 2.7 Equipment Required to Configure a PC-to-PC Network

Item Model Remarks

Q2ACPU
PC CPU Q2ACPU-S1
(control station/normal station) Q3ACPU
Q4ACPU

For an optical loop system
AJ71QLP21
Network module
: . AJ71QLP21S (external
(control station/normal station/ power supply possible)

standby station) For a coaxial bus system

AJ71QBR11
S| cable
. For an optical | (500 m [1640.42 ft.])
Data link cable loop system QSl cable
Maximum distance (1 km [3280.84 ft.])

indicated in

parentheses ( ). 3C-2V (300 m [984.25 ft.])

For a coaxial
5C-2V
bus system | 560 m [1640.42 ft])

Procured separately
(not an accessory with
the network module)

Terminal resistance
(required for a coaxial bus system) AGRCON-R75

1 supplied as
F connector ABRCON-F accessory with
AJ71QBR11

Software package ' i
(peripheral device) SWoIVD-GPPQ
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22 Remote I/O Networks

This section explains the system configuration of remote I/O networks.

2.2.1 Two-tier system

A two-tier system is a single system in which a master station and remote
I/O stations are connected by a fiber-optic cable or coaxial cable.

(1) System configuration
(a) Optical loop system

64 remote /O stations can be connected to one remote master

station.

The station number "0" must be assigned to the remote master

station.

Station 0
(remote master station)

‘Power
supply QnACPU 3.1;121

)

Station 1
(remote I/O station)

Station 2
(remote 1/O station)

Power
supply

AJ72
QLP25

I/0

1/0

Power
supply AJ72  |I/0{I/0
QLP25

Fiber-optic cable

||

Power | A;72 |1/0 |1/0 Power | A72  [1/0 [I/0 Power [ AJ72  [1/0 [1/0
|

SUPPY | aLp2s SUPPY | qLpos SuPPY | qLp2s
Station 64 Station 4 Station 3

(remote 1/0 station)

(b) Coaxial bus system

(remote 1/0 station)

(remote 1/O station)

32 remote I/O stations can be connected to one remote master

station.

The station number "0" must be assigned to the remote master

station.

Station 0
(remote master station)

Power
supply QnACPU GJBQH

Station

1

(remote 1/0 station)

Station 32
(remote 1/O station)

Power
supply

AJ72
QBR15

1/0

1/0

Power
supply AJ72 JI/0|1/0
QBR15

Terminal resistance
(purchased separately)

Coaxial cable

Terminal resistance
(purchased separately)
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(2) Parameter settings

The parameter settings for the remote master station (MR) are shown

in Table 2.8. . .
Table 2.8 Parameter Settings
- Remote Master
Setting Station (MR) See Section
Number of modules setting 7.2
Head 1/O No.
; ®
Network | Network No. 7.3
settings )
Total number of
(slave) stations in link
Network refresh parameters N 7.4
Common parameters ® 7.5
Station-specific parameters X —
1/0 allocations A 7.7
Transfer parameters for data link X —
Routing parameters X —

® : Must always be set A: Set if necessary X : Setting not necessary

(3) Network module settings

The network settings for the remote master station (MR) and remote
I/0 stations (R) are shown in Table 2.9.

Table 2.9 Network Module Settings

Remote Master Remote I/O Station See
Setting Station (MR) (R) Section
Network No. ® X
Group No. X X
Station No. Station 0 Stations 1 to 64
Mode ® ®
Network type (SW1) ON Section
Condition settings | station type (SW2) X 4.2
( rr:;nsct);er ) Parameters used (SW3) X -
station Number of stations (SW4, 5) X
Total number of B/W points (SW86, 7) X
~Condition settings . .
( remote 1/O Peripheral device type (SW1) _ 85':: Eg: gf;/;r?:;les
stations )
@ : Must always be set A: Set if necessary X : Setting not necessary
(4) Usable device range
All B/W devices in the range 0 to 1FFF (8192 points) can be used.
For X/Y devices, devices within the 0 to 1FFF range that are after the
actual I/O range (range of devices allocated to actually mounted
modules) can be used.
0 800 1000 1800 1FFF
1 ! l 1 1
B/WEL = n Usable device range

Actual I¥O




2. SYSTEM CON .
S CONFIGURATION MELSEC-QnA

2.2.2 Multi-tier systems

A multi-tier system is a system in which multiple networks are connected.
The settings must be made so that there is ho duplication of network
numbers. Any settings can be made within the range 1 to 239 provided
there is no duplication.

Up to four network modules can be installed with one QnACPU.,

(1) System configuration
In this example, two remote I/O networks are connected.

MR 2MR 2R1
Power | QnACPU | AJ71 AI71 Power | AI72 |I/0|1/0
supply a1 ap21 SUPPY | QLp2s
(s) s
Remote 1/0 network Remote /O network
Power | AJ72 '|/o /0 Power | AJ72  |i/0[1/0 Power| AJ72 [I/0]I/O
supPly | o pos : SUPPYY | o po5 supply QLP25
1R3 1R2 2R3

2-10
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(2) Parameter settings
The parameter settings for the remote master station (MR) are shown

in Table 2.10. .
Table 2.10 Parameter Settings
- Remote Master -
Setting Station (M) See Section
Number of modules setting 7.2
Head I/0 No.
[ ]
Network | Network No. 7.3
settings '
Total number of
(slave) stations in link
Network refresh parameters A 7.4
Common parameters ® 7.5
Station-specific parameters X —
1/0 allocations A 7.7
Transfer parameters for data link X —
Routing parameters PaN 7.9

® : Must always be set A: Set if necessary X : Setting not necessary

(8) Network module settings
The network module settings for the remote master station (MR) are
shown in Table 2.11.

Table 2.11 Network Module Settings

Remote Master Remote }/O Station See
Setting Station (MR) (R) Section
Network No. ° X
Group No. X X
Station No. Station 0 Stations 1 to 64
Mods ® ®
Network type (SW1) . ~ON Section
. 4.2
Condition settings | Station type (SW2) X
( remote > Parameters used (SW3) X -
master
station Number of stations (SW4, 5) X
Total number of B/W points (SW8, 7) X
Condition settings OFF: For QnA series
( remote I/O ) Peripheral device type (SW1) —_ ON - For A series
stations

® : Must always be set A: Set if necessary X : Setting not necessary
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(4) Usable device range
All B/W devices in the range 0 to 1FFF (8192 points) can be used.
However, these points are shared among each of the network mod- -
ules.
For X/Y devices, devices within the 0 to 1FFF range that are after the
actual I/0 range (range of devices allocated to actually mounted
modules) can be used. However, the range to be used must be allo-
cated at each network module.

0 800 1000 1800 1FFF

| | 1 I ]

QnACPU B/W E

Network module 1 B/W

Network module 2 B/W |

anAcPU X1y | i )N\
Network module 1 X/Y |swaie 77777777 | I
Network module 2 X/Y | Acuaiwo | A.A0HnmHnmny
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2.2.3 Multiplex master systems

A multiplex master system is a system in which, if the multiplex remote
master station goes down, the multiplex remote submaster takes over
control of the remote |/O stations.

Even after the multiplex remote master station has recovered normal
status, control by the multiplex remote submaster station continues.
Examples of coaxial bus systems with this configuration is shown below.

(1) System configuration
(a) Case where the "multiplex remote master station" and “multiplex
remote submaster station" are at different PC CPUs.

Multiplex remote Muitiplex remote
master station submaster station

Poweir QnACPU|{ AJ71 Powelr QnACPU| AJ71
supply QBR11 supply QBR11

Power | AJ72 |I/01/0 Power | AJ72 |I/0}I/0 Power | AJ72 |I/01/0

supply | gBR15 SUPPY | qBR15 SUPPY | gBR1S

Remote |/O station Remote |/O station Remote I/O station

\ -
Y

Maximum of 31 stations
(63 stations in the case of an optical loop system)

(b) Case where both the "multiplex remote master station" and the
"multiplex remote submaster station" are at the same PC CPU.

Multiplex remote Multipiex remote
master station submaster station

Power | QnACPU| AJ71 AJ71
supply QBR11 | QBR11

Power | AJ72 |1/0[I/0 Power | AJ72 |I/O|I/0 Power | AJ72 |I/0 |i/0
suPPlY | aBR1S supPlY  qBR15S supPlY | QBR1S
Remote 1/0 station Remote 1/O station Remote |/O station
A\ —
hd

Maximum of 31 stations
(63 stations in the case of an optical loop system)
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(2) Parameter settings .
The parameter settings for the duplex remote master station (DMR)
and duplex remote submaster station (DSMR) are shown in Table 2.12.

Table 2.12 Parameter Settings

Dupliex Remote Duplex Remote See
Setting Master Station | Submaster Station Section
(DMR) (DSMR)

Number of modules setting 7.2

Head I/0 No. ®

[ J

Network Network No. 7.3
settings :

Total number of X

(slave) stations in link
Network refresh parameters A FAN 7.4
Common parameters ® X 7.5
Station-specific parameters X X —_—
1/0 allocations AN X 7.7
Transfer parameters for data link X X —
Routing parameters VAN A 7.9

® : Must always be set A: Set if necessary X: Setting not necessary
*: This is "A* if the system configuration is (a)

(3) Network module settings
The network settings for the duplex remote master station (DMR),
duplex remote submaster station (DSMR), and remote 1/O stations (R)
are shown in Table 2.13.

Tabl-e 2,13 Network Module Settings

Duplex Remote Duplex Remote
Setting Master Station | Submaster Station g::;i%t: (I:_.g Ses::?;n
(DMR) (DSMR)
[ ® X
Group No. X X X
Station No. Station 0 Stations 1 to 64 Stations 1 to 64
Mode o ® ®
Network type (SW1) ON ON
Condition Station type (SWZ) OFF Section
settings Parameters used (SW3) X X 4.2
remote —
[ master ] Number of stations X X
station | (SW4, 5)
Total number of B/W X X
points (SWe, 7)
Condition
settmgf Peripheral device type OFF : For QnA series
[ Ir/e(;no e J (SW1) - - ON : For A series
stations

® : Must always be set A: Set if necessary X : Sefting not necessary
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(4) Usable device range
All B/W devices in the range 0 to 1FFF (8192 points) can be used.
For X/Y devices, devices within the 0 to 1FFF range that are after the
actual /O range (range of devices allocated to actually mounted
modules) can be used.

0 800 1000 1800 1FFF
[ 1 1 ] ]

@ Usable device
range

2.2.4 Parallel master systems

A parallel master system is a system in which two master stations - a
parallel remote master station and a parallel remote submaster station -
each control remote I/O stations separately.

A coaxial bus system with this configuration is shown below.

(1) System configuration

Parallel remote Parallel remote
master station submaster station
Power | QnACPU | AJ71 Power | QnACPU| AJ71
supply QBR11 supply QBR11
Power { AJ72 |I/0}I/0 Power | AJ72 {I/0|I/0 Power | AJ72 |I/01/0 1/0|1/0
supPlY | oBR15 supplY | qBR15 supPlY | qBR1S
Remote 1/O station Remote I/O station Remote |/O station Remote 1/O station
« 7
—

Maximum of 31 stations
(63 stations in the case of an optical loop system)
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(2) Parameter settings
The parameter settings for the parallel remote master station (PMR)
and parallel remote submaster station (PSMR) are shown in Table

2.14.
Table 2.14 Parameter Settings
Parallel Remote Parallel Remote See
Setting Master Station | Submaster Station Section
(PMR) (PSMR)

Number of modules setting 7.2

Head 1/O No. A

[ ]

Network | Network No. 73
settings .

Total number of X

(slave) stations in link
Network refresh parameters A A 7.4
Common parameters ® X 7.5
Station-specific parameters X X —
1/0 allocations AN X 7.7
Transfer parameters for data link X X —
Routing parameters FAN AN 7.9

® : Must always be set A: Setif necessary X : Setting not necessary

(3) Network module settings
The network settings for the parallel remote master station (PMR),
parallel remote submaster station (PSMR), and remote /O stations
(R) are shown in Table 2.15.

Table 2.15 Network Module Settings

Parallel Remote Parallel Remote
Setting Master Station | Submaster Station g:ant‘i:t: (I{g s::et?on
(PMR) (PSMR)
Network No. [ ® X
Group No. X X X
Station No. Station 0 Stations 1 to 64 Stations 1 to 64
Mode ® o ®
Network type (SW1) ON ON
Condition Station type (SW2) X ON Section
settings Parameters used (SW3) X X 4.2
remote -
[ master ] Number of stations X X
station (SW4, 5)
Total number of B/W X X
points (SW6, 7)
Condition
settlngf Peripheral device type OFF: For QnA series
[ {/9(;"0 e ] (SW1) - - ON : For A series
stations

® : Must always be set a: Set if necessary X : Setting not necessary




2. SYSTEM CONFIGURATION

o

(4) Usable device range
All B/W devices in the range 0 to 1FFF (8192 points) can be used.
For X/Y devices, devices within the 0 to 1FFF range that are after the
actual I/0O range (range of devices allocated to actually mounted
modules) can be used.

2.2.5 System equipment

800

1000 1800
1 !

MELSEC-QnA

1FFF
1

@ Usable device
range

The products required to construct a remote I/O network are indicated

below.
Table 2.16 System Equipment for Remote I/O Network
Item Model Name Remarks
PC CPU
For remote master station/
duplex remote master Q2ACPU
station/parallel remote Q2ACPU-S1
master station/duplex Q3ACPU
remote submaster station/ Q4ACPU
parallel remote submaster
station
For optical Ioép systems:
AJ71QLP21
AJ71QLP21S
Network module for remote
. (external power supply _—
master station possible)
For coaxial systems:
AJ71QBR11
AJ72QLP25
Network module for remote {/O (for optical loop systems)
station AJ72QBR15
(for coaxial bus systems)
Data link cable . )
For optical S| cable (500 m [1640.42 ft.])
The figures in loop system QSl cable (1 km [3280.84 ft.])
parentheses ()
indicate the
distance over For coaxial 3C-2V (300m [984.25 ft.])
which the cable | pus system 5C-2V (500m [1640.42 ft.]) -
can be used.
Purchased
. . separately
Terminal resistance .
< : ! ABRCON-R75 not supplied as an
(required with coaxial bus system) [ accesggry with the
network module
1 supplied as
. accessory with
F connector AG6RCON-F AJ71QBR11,
AJ71QBR15
Software package _
(peripheral device) SWoIVD-GPPQ
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2.2.6 Special function modules that can

be used at remote /O stations

The special function modules that can be used at remote 1/O stations are
indicated in the table below.

Model Type Ocscll;?;ed Number that can be Installed Remarks

AD70 64 (main base + 7 extension bases)

AD70D 1 64 (main base + 7 extension bases)

AD71 (51/582/87) 64 (main base + 7 extension bases)

AD72 2 32 (main base + 7 extension bases)

AD76 64 (main base + 7 extension bases)

A61LS ! 64 (main base + 7 extension bases)

A62LS 2 32 (main base + 7 extension bases)

AD61 (S§1) 64 (main base + 7 extension bases)

A68AD (S2) 64 (main base + 7 extension bases)

AG68ADN 64 (main base + 7 extension bases)

A616AD 1 64 (main base + 7 extension bases)

AGOMX Normal Used in combination with A616AD, AG16TD.

A60MXR

A616TD 64 (main base + 7 extension bases)

A616MXT : 2 Used in combination with A616TD.

A62DA (S1) 64 (main base + 7 extension bases)

A616DAV 1 64 (main base + 7 extension bases)

A616DAI 64 (main base + 7 extension bases)

A84AD 2 32 (main base + 7 extension bases)

A68DAV 64 (main base + 7 extension bases) .

A68DAI 64 (main base + 7 extension bases)

A68RD3 64 (main base + 7 extension bases)

A68RD4 1 64 (main base + 7 extension bases)

AD59 (S1) 64 (main base + 7 extension bases)

A1tVC 64 (main base + 7 extension bases)

AJ71C21 (S1) 64 (main base + 7 extension bases)

AJ71C22 (S1) 64 (main base + 7 extension bases)

AD57G (S3) 2 2 (total, including other intelligent special function modules)

AJ71C24 (S3/S6/S8) 2 (total, including other intelligent special function modules)

AJ71UC24 1 2 (total, including other intelligent special function modules)

AJ71QC24 (R2/R4) 2 (total, including other intelligent special function modules)

051 (s3) SRR ot oo peri

Interrupt
AD51H 2 2 (total, including other intelligent special function modules) programs
(Can be used within the A3A range) cannot be used.

AD51H-S3 2 (total, including other intelligent special function modules)

AJT1ETA 2 (total, including other intelligent specia_ll f'unction modules)
] (Can be used within the A3A range)

AJ71P41 2 (total, including other intelligent special function modules)

(Can be used within the A3H range)
Type..... Normal : Other than intelligent special function module

Intelligent : Intelligent special f

unction module

2-18
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3. SPECIFICATIONS
This section gives the performance specifications and cable specifications
of the network system.
Refer to the manual for the PC CPU used with the network system for the
general specifications.

3.1 Performance Specifications

Tables 3.1 and 3.2 give the performance specifications of the network
system.

Table 3.1 Performance Specifications (PC-to-PC Network)

Item Optical Loop System (AJ71QLP21S) Coaxial Bus System (AJ71QBR11)

Maximum number of link XY 8192 posnts
points per network B 8192 points

w . 8192 points
Maximum number of link : Y+B
points per station { s T (2 x W)} < 2000 bytes
Communication speed 10M bps (multiplex transmission: 20M bps) 10M bps
Communication method Token ring method Token bus method
Synchronizing method Frame synchronization .
Coding method NRZI coding (Non Return to Zero Inverted) Manchester coding
Type of transmission channel |Duplex loop Single bus
Transmission format Conforms to HDLC (frame type)
Maximum number of networks |239 (total with the remote 1/0 network)
Maximum number of groups 9
Number of stations . . : . .
connected to a network 64 stations (control: 1, normal: 63) 32 stations (control: 1, normal: 31)

30km Station-to-station ac-oy | 300 m (984.25 ft.) ”
(18.64 miles) : 500 m (1640.42 ft.) (station-to-station: 300 m [984.25 ft.])
Overall distance of a network when S| cable is used ™! 500 m (1640.42 ft.)
(station-to-station) Statlon-to-station 5C-2V | (station-to-station: 500 m [1640.42 ft.]) 2
: 1 km (3280.84 ft.)
* when QSI cable is used Can be increased to 2.5 km (8202.1 ft.) by using
repeater units (A6BR10, A6BR10-DC).

Error control method Retry by CRC (X'® + X'2 + X5 + 1) and time out

» Loopback In case of error detection or cable disconnection (available with optical loop system only)
¢ Link channel check for the host station

RAS functions « Prevention of “"down" status by control station shift

« Error detection by using special relays and registers

« Network monitor and diagnostic functions

« N : N communication (monitoring with peripheral modules, program uploading and downloading)

Transient transmission « ZNRD/ZNWR, SEND/RECV, READ/WRITE, REQ
Connection cable $1-200/220 l QSI-185/230 3C-2V, 5C-2V or equivalent
Applicable connectors 2-core fiber-optg Ac_/ag(;g connector plug BNC connector compatible with 3C-2V, 5C-2V cable
Cable transmission loss 12 dB/km or less i 5.5 dB/km or less Conforms to JIS C3501
Current consumption (5 VDC) 0.65 A 0.8 A

Voltage DC20.4Vto 31.2V
External power supply Current 02A _
(AJ71QLP21S only) Applicable wire size 0.75 to 2 mm®

41.1 N-.cm

Tightening torque {4 kg-cm) [3.47 Ib-inch]
Weight kg (Ib.) 0.45 (0.99) (AJ71QLP21S = 0.55(1.21))
Number of occupying I/O points 32 points

*1 The distances over which conventional fiber-optic cable (A-2P-:1) can be used are as follows: L type: station-to-station
500 m(1640.42 ft.); H type: station-to-station 300 m (984.25 ft.).

*2 With coaxial bus systems, there are restrictions on station-to-station cable length depending on the number of
connected stations. For details, see Section 4.3.2.

*3 JIS: Japanese Industrial Standard
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Table 3.2 Performance Specifications (Remote 1/0 Network)

Optical Loop System Coaxial Bus System

Item
AJ71QLP21 (S) AJ72QLP25 AJ71QBR11 AJ72QBR15
Maximum numbet of link XY 8192 po!nts
points per network B » 8192 points
w 8192 points

Remote master station/remote submaster Remote 1/O station — remote master station/

— remote I/O station remote submaster station

{Y£B , (2 + W)} £ 1600 bytes { X£B 4 (2 + W)} < 1600 bytes

Remote master station — remote submaster station, remote submaster station — remote master station

{ Y22+ (2 + W)) < 2000 bytes

Maximum number of link
points per station
(see next page)

Maximum number of I/O points
per remote station

X +Y <2048 X +Y <2048

Communication speed 10M bps (multiplex transmission: 20M bps)

Token ring method

10M bps

Communication method Token bus method

Synchronizing method Frame synchronization

NRZI coding
(Non Return to Zero Inverted)

Coding method Manchester coding

Type of transmission channel |Duplex loop

Conforms to HDLC (frame type)

Single bus

Transmission format

Maximum number of networks

239 (total with the remote 1/0 network)

Number of stations
connected to a network

65 stations (master: 1, remote 1/0: 64)

33 stations (master: 1, remote 1/0: 32)

30km Station-to-station

300 m (984.25 1t.)

3C-2V | (station-to-station: 300 m [984.25 ft.]) 2

500 m (1640.42 ft.)
(station-to-station: 500 m [1640.42 ft. ])

Can be increased to 2.5 km (8202.1 ft.) by using
repeater units (A6BR10, A6BR10-DC).

(18.64 miles) | : 500 m (1640.42 ft.)
when Sl cable is used !

Station-to-station

: 1 km (3280.84 {t.)

when QSl cable is used

Overall distance of a network

(station-to-station) 5C-2V

Retry by CRC (X'® + X'2 + X® + 1) and time out

« Loopback in case of error detection or cable disconnection (available with optical loop system only)
s Link channel check for the host station

» Error detection by using special relays and registers

« Network monitor and diagnostic functions

Error control method

RAS functions

» Monitoring with peripheral modules, program uploading and downloading
« Intelligent special function modules can be used
¢ ZNTO/ZNFR

(1) S1-200/220 (2) QSI-185/230

2-core tiber-optic cable connector plug
CA7003

Transient transmission

Connection cable 3C-2V, 5C-2V or equivalent

Applicable connectors BNC connector compatible with 3C-2V, 5C-2V cable

Cable transmission loss (1) 12 dB/km or less (2) 5.5 dB/km or less Conforms to JIS €3501 °

Current consumption (5 VDC) 0.65 A 0.8 A 0.8A 0.9A
Weight kg (Ib.) 0.45 (0.99) 0.53 (1.21) 0.45 (0.99) 0.6 (1.21)
Number of occupying I/O points 32 points — 32 points —

*1 The distances over which conventional fiber-optic cable (A-2P-::
500 m (1640.42 ft.) ; H type: station-to-station 300 m (984.25 ft.).
With coaxial bus systems, there are restrictions on station-to-station cable length dependlng on the number of
connected stations. For details, see Section 4.3.2.

JIS: Japanese Industrial Standard

3) can be used are as follows: L type: station-to-station
*2

*3
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Concept for Maximum Number of Link Points per Station

| Two tier system I

(1)

Y+B
8

1){ + (2 X W)} < 1600 bytes [

2){ %+ (2 x W)} < 1600 bytes [>

[ Muttiplex master |

@ @ 1) { Y;B+(2xW))s1600bytes >
2){X—’;'-3—+(2xw»s1eoo bytes

3) { Y—;—E+ (2 x W)} < 2000 bytes T

not need to be calculated.

I Parallel master system |

@ @ 1)(Y;B+(2xW)}s1600bytes >
(=) (=)
X+B

&>

2) { S5 + (2 X W)} < 1600 bytes

Y+B

o+ (2X W)} S 2000 bytes o>

3){

MELSEC-QnA

Number of points of data that
a remote master station can
transmit to one remote I/0
station

Number of points of data that
one remote |/O station can
transmit to the remote master
station

Number of points of data that
the duplex master station can
transmit to one remote I/O
station

Number of points of data that
one remote I/O station can
transmit to the duplex
remote master station.

Number of points of data that
a duplex remote master
station can transmit to a
duplex remote submaster
station, or a duplex remote
master substation can
transmit to the duplex
remote master station.

* Since the duplex remote submaster station (DSMR) takes over the parameters
of the duplex remote master station (DMR) without alteration, the parameters do

Number of points of data that
a parallel remote master
station or paralle! remote
submaster station can
transmit to one remote 1/O
station

Number of points of data that
one remote |/O station can
transmit to the parallel
remote master station or
parallel remote submaster
station

Number of points of data that
a parallel remote master
station can transmit to a
parallel remote submaster
station, or a parallel remote
submaster station can
transmit to a parallel remote
master station.
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3.2 Fiber-Optic Cable Specifications

This section gives the specifications of the fiber-optic cables used for
MELSECNET/10 optical loop systems.
Fiber-optic cables require specialized techniques and special tools for
fitting the connector plugs to the cable. When purchasing connector plugs,
consult your nearest Mitsubishi representative to make sure that they are
compatible with the sockets.

3.21

Sl-type fiber-optic cable

The specifications for Si-type fiber-optic cables are given in Table 3.3.

Table 3.3 SI-Type Fiber-Optic Cable Specifications

Standard Cable for

Reinforced Cable for

Standard Cable for

Reinforced Cable for

ftem Indoor Cabling Indoor Cabling Outdoor Cabling Outdoor Cabling
Outer sh th Outer sheath Outer sheath Outer  Winding
uter sheal . Sh Tension sheath Fiber-optic
1 Tension absorber b core
member 7 $2. Outer
Construction +28 »28 v 428 ( - Gurer sheath
‘ension X Tension. Intervening
Fiber-optic Fiber-optic member Fiber-optic member ook Wire
core core core absorber
Cable diameter mm (in.) 2.8 (0.11) 6 (0.24) 6 (0.24) 11 (0.43)

50 (1.97) or greater

60 (2.36) or greater

60 (2.36) or greater

110 (4.33) or greater

z:;)i:vsalr)rllfnb(?:()ﬁng 2.8 (0.11) dia. | 50 (1.97) or greater 50 (1.97) or greater 50 (1.97) or greater 50 (1.97) or greater
Z\)I(?::d(;::’ble ® 1 100 (3.94) or greater 120 (4.72) or greater 120 (4.72) or greater 220 (8.66) or greater
147 N {15 kgf} (33.1 Ib.) | 147 N {15kgf) (33.11b) | 147 N{i5kgf} (33.11b.) | 784 N {80 kgf} (176.5 Ib.)
Allowable Cable -
tensile load |2.8 (0.11) dia. | 147 N{15kgf} (33.11b.) | 147 N (15kgf} (33.11b) | 147 N(15kgf} (33.11b) | 147 N (15 kgf} (33.1 Ib.)
Connector 29.4 N (3 kgf}) (6.62 Ib.)

Ambient temperature

-10t0 70 °C

-20 to 70 °C

Transmission loss

Maximum 12 dB/km

Transmission band

Minimum 5 MHz/km

Core diameter/Clad diameter

200/220 pm (S type multi-component glass fiber)

Diameter of primary sheath

250 pm (UV-hardened resin)

Number of cores 2 cores 2 cores X (1to 4)
Weight 7 kg/km I 30 kg/km l 30 kg/km 100 kg/km
Applicable connector 2-core optical connector plug (CA7003)

Purchase order type AN-2P-OM-A | AN-2P-OM-B |  AN-2P-OM-C AN-2P-[IM-(D

Enter the cable length required at the positions marked :: in Table 3.3.

e AN-2P-OM-A — Specify length. (Unit: m (ft.))
<Example>

¢ AN-2P-0OM-B : If 20 m(65.62 ft.) - AN-2P-20M-A’

¢ An-2P-0OM-C Specify the number of 2-core cords.

<Example>

e An-2P-0OM-0OD : Two 2-core cords of 30 m (98.43 ft.) length

AN-2P-O0M-A
Conventional fiber-optic cables (A-2P-I2) can be used w_ith the following station-to-station
distances: L-type: 500 m (1640.42 ft.) ; H type: 300 m (984.25 ft.).
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3.2.2 QSltype fiber-optic cable

Table 3.4 gives the specifications of the QS| type fiber-optic cables.

Table 3.4 QSI-Type Fiber-Optic Cables

Item

Cable for Indoor
Cabling

Reinforced Cable for
Indoor Cabling

Reinforced Cable for
Outdoor Cabling

Concentric Cable for
Outdoor Cabling

Fiber-optic core

Fiber-optic core

Fiber-optic core

Outer sheath (I} Tension

Construction 28 (:; Reinforcemeny ¢ 2.8 Reinforcement Reinforcemer]
fiber il Ouur sheath
Outer sheath 8)" ter sheath 0}
Shock absorber Shock absorbe x
Outer sheath (l1) Outer shoa‘:h [()] ' ?oi::r OPHC” Outer sheath (11
Cable diameter mm (in.) 2.8 (0.11) 6 (0.43) 6 (0.43) 14 (0.55)

50 (1.97) or greater

60 (2.36) or greater

60 (2.36) or greater

140 (5.51) or greater

gg’i‘l"":tr’r'l;b(?:ging 25:_ ©.11) 50 (1.97) or greater 50 (1.97) or greater 50 (1.97) or greater 50 (1.97) or greater

st;?(?efn?izlg 100 (3.94) or greater 120 (4.72) or greater 120 (4.72) or greater . 280 (11.0) or greater
147 N {15 kgf} (33.1 1b.) 147 N {15 kgf} (33.1 Ib.) 147 N {15 kgf) (33.1 Ib.) 1568 N {160 kgf} (353.07 Ib.)
Allowable |[Cable [5 g g 11) .
tensile load dia. 147 N {15 kaf} (33.1 Ib.) 147 N {15 kgf} (33.1 Ib.) 147 N {15 kgf} (33.1 Ib.) 147 N {15 kgf} (33.1 Ib.)
Connector 29.4 N {3 kgf} (6.62 Ib.)
Ambient temperature -10t0 70 °C -10to 70 °C|-20 to 70 °C -20 to 70 °C
Transmission loss 5.5 dB/Km 5.5 dB/km | 10 dB/km 5.5 dB/km

Transmission band

20 MHz-km and higher

Core dia./Clad dia.

185 um/230 pm (QS! quartz glass fiber)

Primary insulation dia.

250 um (UV hardened resin)

Number of cores

2 cores

2 cores x (1 to 4)

Weight

7 kg/km

{ 30 kg/km

30 kg/km

180 kg/km

Applicable connector

2-core fiber-optic cable connector plug (CA7003)

Outer sheath | (cord) mm (in.)

2.8 (0.11) dia., green

2.8 (0.11) dia., green

2.8 (0.11) dia., green

2.8 (0.11) dia., green

Outer sheath I

6 (0.43) dia., green

6 (0.43) dia., black

14 (0.55) dia., black

Purchase order type

AQ-2P-0O0M-A

AQ-2P-0O0M-B

AQ-2P-0OM-C

AQ-2P-0OM-{:1D

Enter the cable length required at the positions marked :: in Table 3.4.

* AQ-2P-IM-A

* AQ-2P-1IM-B

* AQ-2P-IM-C

¢ AQ-2P-1IM- ]

<Example>

<Example>

— Specify length. (Unit: m (ft.))
: 1f 20 m (65.62 ft.) » AN-2P-20M-A

Specify the number of 2-core cords.

AQ-2P-30M-2D

: Two 2-core cords of 30 m (98.43 ft.) length
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3.2.3 How to obtain fiber-optic cables

(1) Order fiber-optic cables from your nearest Mitsubishi representative.
(Also consult your nearest Mitsubishi representative when the
connectors must be fitted after the conduit work.)

(2) Flow chart showing conduit work and fiber-optic cable connections

| Determine the system layout. |

'

| Determine the fiber-optic cable layout. I

{

Determine the fiber-optic cable specifications. I

¢

| Discuss at the worksite (on-the-spot inspection). |

Is wiring possible YES
using cables with connectors
at both ends?

(2) .
(1) i
vy
l Obtain the cables. Obtain cables with a Make or arrange racks Obtaln cables with
connector at one end. pits, and conduits. g:gg_eclors at both
4 / l
| Layout J Lay the cables with connectors at both ends.J
y
I Fit connectors to both ends. | | Fit a conector to one end. l
i
l Inspect the cable connections. I . l Inspect the cable connection.
I l ]
| End |

* (1) Connectors must be fitted to one end at the worksite.
(2) Connectors must be fitted to both ends at the worksite.
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3.3 Coaxial Cable

MELSEC-QnA

This section gives the specifications of the coaxial cable used for coaxial

data links.

The cables used are high-frequency coaxial cables "3C-2V" and "5C-2V"
(conforming to JIS C3501).

3.3.1 Coaxial cable specifications

Table 3.5 gives the specifications of the coaxial cable.

Table 3.5 Coaxial Cable Specifications

Item

3C-2v

§C-2V

Construction

Internal conductive material

Insulating material
External conductive material

Sheath

Cable diameter

5.4 mm (0.21 in.)

7.4 mm (0.29 in.)

Allowable bending radius

22 mm (0.87 in.) or greater

30 mm (1.18 in.) or greater

Internal conductive material diameter

0.5 mm (0.02 in.)
(annealed copper wire)

0.8 mm (0.03 in.)
(annealed copper wire)

Insulating material diameter

3.1 mm (0.12in.) (polyethylene)

4.9 mm (0.19 in.) (polyethylene)

External conductive material diameter

. 3.8 mm (0.15in.).
(single annealed copper wire mesh)

i 5.6 mm (0.22 in.),
(single anneaied copper wire mesh)

Applicable connector plug

Connector plug for 3C-2V

Connector plug for 5C-2V
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3.3.2 Connector for the coaxial cable

The following explains the structure of, and connecting procedure for, the
BNC connector for the coaxial cable.

(1) Structure of the BNC connector and the coaxial cable
Fig. 3.1 shows the structure of the BNC connector and the coaxial cable.

Parts of the BNC connector Structure of the coaxial cable

@ @ @ Outer conductor

@ Nut Washer Gasket Outer sheath | -5 ylating material

Plug shelt @ ﬁ)

Clamp Contact Internal conductive material

Fig. 3.1 Structure of the BNC Connector and the Coaxial Cable

(2) Connecting the BNC connector with the coaxial cable
(a) Strip off the outer sheath at the end of the coaxial cable as shown

below.

Remove the outer sheath.

(b) Slip the nut, washer, gasket, and clamp onto the coaxial cable as
shown below, and loosen the outer conductor.

Gasket

(c) Cut the outer conductor, insulating material, and internal conductive
material to the dimensions specified below.
Cut the outer conductor so that it can be extended over the tapered
part of the clamp.

Insuiating material
Internal conductive material

4

3mm
(0.12 in.)

Lt

6mm
(0.24 in)  Clamp and outer conductor
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(d) Solder the contact to the tip of the internal conductive material.
Soldering

(e) Insert the contact assembly in the plug shell, and screw the nut onto
the plug shell.

Observe the following cautions when soldering the contact onto the

internal conductive material.

« Soldered part must not have excess solder.

e The tail end of the contact must come into close contact with the cut end
of the insulating material. The contact must not be cutting into the
insulating material.

« Apply solder quickly so that the insulating material is not deformed by
heat.
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4. PRE-OPERATION PROCEDURES

This section describes the procedures, settings, connections and tests
required to establish a data link.

4.1 Pre-Operation Procedure

A flow chart showing the procedure leading to the establishment of a data
link is presented below.

C Start )

Check before switching the power ON

e Check the input power supply voltage.

e Check the power supply volitage for 1/0
devices.

+ Set the CPU to the STOP status.

Switch the power ON

o Check that the POWER and RUN LEDs
are lit.

Check individual network modules | ..... Sections 4.4.1 t0 4.4.3

o Hardware test.
o {Internal) self-loopback test.

IConnect the link cables I ..... Section 4.3
ILine check between two stations | ..... Section 4.4.4
IParameter setting l ..... Section 7
Linecheck ... Sections 4.4.5 and Section 4.2

» Loop test (for optical loop system only).
e Check the LEDs.

INetwork diagnosis I ..... Section 4.5

lProgramming, debugging I ..... Section 9

( End )
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4.2 Names and Settings of External Parts

4.2.1 AJ71QLP21(S), AJ71QBR11 (master station/normal stationlre}mote master station)

AnaPr == AmaPas= AsmeBRII ==
r Pg MNG 4 Rgc UNG t RPc MNG
|I°_ REMOTE S.MNG —! 10 REMOTE S.MNG —! Il;— REMOTE SMNG -1
DUAL D.LNK DUAL D.LINK D.UNK
L swe s _| L sve T | L swe Thass _]
- .E. — M/SE EXP — M/SE
10 PRME  CPUR/W 190 PRUE  CPLR 190 CPUR/W
CRC CRC CRC CRC CRC
E OVER  OVER E E OVER  OVEl E E OVER
N< B = w B N4 I} ex R N< 1] 4eF
R TME  TWE R R THE  TME R R TVE
N om  am o I IN o )
UNDER  UNDER B4 UNDER  UNDER UNDER
R Log: Ls%op R R v LooP R R

(| NETWORK NO.
X100

2) X10
| L

:
©® ©0 © © ©|[©

E
© 00 © ©6©
%
%
© ©© © © 0| e

WRRRELRE
QUCREERE
i
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Table 4.1 Names of Parts and Settings

No. Name Description
1) | LED No. Name State Description
1 RUN Lit Normal state
Asapn == Unlit | WDT error
3 No.
" ;ﬁ\gm—-- ----- B[ 2 PC Setting for a PC-to-PC network is made. (SW1: OFF)
gms(— 3 REMOTE Setting for a remote I/O network is made. (SW1: ON)
TPASS ——-—12 | 4 DUAL Executing multiplex transmission
CPUR/W-—t—-14 (Unlit: Multiplex transmission not executed)
el h |5 SW. E Switch settings 2) to 6) abnormal
“";j'EF: ol —vle | ws. E Two identical station numbers or two remote master
DATA - o319 stations are set in a network.
UNDER 20
Loor— - -2 {7 PRM. E. ¢ The network refresh parameter settings are dupli-
:g b cated (when more than one module is installed)
e Common parameter/station-specific parameter
consistency error
* Parameters received from the subcontrol station
differ from the parameters and the host station
(received from the control station).
8 POWER Power is supplied. (Unlit: Power is not supplied.)
AJ71QBR11_ 9 MNG Control station, remote master station
No. 10 S. MNG Sub-control station, remote submaster station
11 D. LINK Data link is operative. (Unlit: Data link is inoperative.)
12 T. PASS Participating in baton passing.
Lit (Transient transmission possible)
13 EX.POWER External power supply (24 V) is supplied.
14 CPU R/W Communicating with the CPU
15 | CRC Code check error in received data
<Cause> Timing when the station which is sending
data to a specific station is set off-line,
hardware fault, cable fault, noise, etc.
16 OVER Processing of received data delayed
<Cause> Hardware fault, cable fault, noise, etc.
17 AB. IF ¢ Greater number of "1"s than the stipulated
maximum received consecutively.
* Receive data length is shorter than specified.
<Cause> Timing when the station which is sending
AJ71QLP21S_'_ data to a specific station is set off-line, WDT
No. | N setting is too short, cable fault, noise, etc.
18 TIME Data link WDT times out.
<Cause> WDT setting is too short, cable fault,
noise, etc.
7-----—PRM.E. 19 DATA More than 2 kbytes of abnormal data are received.
o TR <Cause> Cable fault, noise, ste.
ol " 20 | UNDER Internal processing of send data is not at constant
19 ----1- A%~ DATA intervals
o N UNDER <Cause> Hardware fault
z o 21 LOOP The forward or reverse loop is faulty.
<Cause> Power to the adjacent station is OFF.
Cable breakage or not connected, etc.
22 sD Dimly | Sending data
232 | RD it [ sending data

The M/S.E.LED does not light in some cases due to line conditions

or cable connections, even when two identical station numbers or two
control stations exist in a network.

Execute on-line diagnosis in addition to visually checking the system.
When using an AJ71QBR11, if there are no terminal resistances RD
may be lit all the time, regardless of whether the data link is operative;
this does not mean that there is a network module error.
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Table 4.1 Names of Parts and Settings (Continued)

No. Name Description
2) | Network number Setting of network number (factory setting : 001)
+3 | setting switches <Setting range>
1 to 239 : Network number
Other than 1 to 239 : Setting error (SW.E.LED is lit).....Offline status is established.
NETWORK  NO. (7 100
X100 ‘_ digit
10
X10 @ "—digsit
o (@t
3) | Group number setting Setting of group number (factory setting : 0)
+*3 | switch <Setting range>
0 : No group setting ] . 4.
1t09  : Group number Valid for a PC-to-PC network
croup  No. (D)
4) | Station number Setting of station number (factory setting : 01)
*3 | setting switches Type Setting
STATION  NO. 1to 64 : Station number
x10 [@«f—125, | PC-to-PC network | 5401 than 1 to 64 : Setting error (SW.E.LED is lit.)
Units .
 digit 0 : Remote master station
EeetTvootr?( /o 1 to 64 : Remote submaster station
Other than 0 to 64 : Setting error (SW.E.LED is lit.)
5) | Mode select switch Setting of mode (factory setting : 0) )
*3 Mode Name Description
MODE
0:ONLINE(A.R) 0 On-line (Automatic Automatic on-line return during data link is
2:0FFLINE on-line return is set.) enabled.
1 Unusable (an SW.E. error occurs if set)
2 Off-line Host station is set off-line.
3 Test mode 1 Loop test (forward loop)
4 Test mode 2 Loop test (reverse loop)
5 Test mode 3 Station-to-station test (master station)
6 Test mode 4 Station-to-station test (slave station)
7 Test mode § Self-loopback test
8 Test mode 6 Internal self-loopback test
9 Test mode 7 Hardware test
A — Unusable
B — Unusable
C — Unusable
.5 D Test mode 8 Network number confirmation (LED indication)
E Test mode 9 Group number confirmation (LED indication)
F — Unusable
*3..... After changing settings with the QnACPU power ON, reset the
QnACPU.
*4.....In the case of AJ71QBR11, an SW.E. error occurs if these are set.
*5..... Resetting of the QnACPU is not necessary for mode settings "D"

and "E".

MELSEC-QnA
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Table 4.1 Names of Parts and Settings (Continued)
No. Name Description
6) | Condition setting Setting of operating conditions (factory setting : all set to OFF)
*6 | switches SW| Description OFF ON
i i N g N
1 Network type PC-to-PC network (PC) Remote 1/O network
OFF | O TofF oN[sW (REMOTE)
PC | REMOTE [ )| 1 - - -
IS, = | Cm | Z Station type Normal station (N.ST)/ Control station (MNG)/
PRM_| DPRN || i 71 2 Duplex remote submaster Parallel remote master
@RS, || Rl (D.S.M) station (P.S.M)
% ||SRIE 3 | Parameters used | Common parameters (PRM) | Default parameters (D.PRM)
— Rl e OFF ON OFF ON
V : gt::?::sr ?\Ialid stataions sta:i?)ns - sta:t;i%ns sta?i:ns
e 5 | when SW3 is ON) | OFF OFF ON ON
6 | Total number of OFF ON OFF ON
- . 2k 4k 6k 8k
: OFF B/W points (valid - : > d
Cm 7 whenpSW3 i(s ON) OFF points | 5pp | Points | 4y points ON points
M1:0N .
8 | Not used Always OFF
7) | Connector Connect fiber-optic cables to an AJ71QLP21(S). Connect an F connector to an
AJ71QBR11.
AJ71QLPZ1(S) AJ71QBR11
F connector
———F-==9
Front I
out IN side -9 r— |
L A | It i | 1 ] | |
| Forward } Reverse | 1 Reverse | Forward | L | I— }
r B ® g B R
I sp | mo | I ro | mo |
I 1 1 1 t 1
! 1 ] |
i | I |
{ J \ Y
\\ ,l \\ //
Y r YO f
Lo - “— Fiber-optic cables
8) | External power supply Connect when power is supplied from an external source.
terminals
—@) | v
24 vncir
T—1 Q@ | %
[T

After changing settings with the ACPU power ON, reset the ACPU.
When used in a remote /O network, this setting is valid for station
numbers 1 to 64. Station No.0 is the "remote master station”.
Valid when used as the control station in a PC-to-PC network.

If 8 stations, 8k points is set, an SW.E. error occurs.

(This is because the number of link points per station will be 2176
bytes, which exceeds 2000 bytes.)
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4.2.2 AJ72QLP25, AJ72QBR15 (remote 1/O station)
AsraLp2s AsraBRiS
‘ RATE FovER B [ RITE, FoweR 7
L & == L gl o
: - % . 1) £ "?E‘.:, WAIT 1)
Hﬁ ﬁﬁ Hx
’
m@ }2) RESET }2)
x

<
=

we
z8

-4
——
£

TJ

r—’é
(Im©©®®eo

Hu_l

[d+]4-14
—

] 5
B

~6) >B)

€ Frond

anff]

7

rDo not touch the DIP switches on the printed circuit board at the side face of the module. I
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Table 4.2 Names of Parts and Settings

No. Name Description
1) | LED No. Name State Description
AJ72QLP25 1 RUN Lit Normal state
_______ RUN  PONER —-|— 2% Unlit | WDT error
‘ RMT. E. Blown fuse, 1/0 verification error (host station)
DUAL Executing multiplex transmission
(Unlit : multiplex transmission not being executed)
SW. E. Switch settings 3) and 4) abnormal
ST. E. Duplication of same station number in a network
* 1/O allocations abnormal
PRM. E ¢ Insufficient LB/LW points (special function module)
T e Parameters received from the master station are
abnormal
POWER Power is supplied (Unlit : power is not supplied)
8 D. LINK Data link is operative (Unlit : data link is inoperative)
Participating in baton passing
AJ72QBRIS ° T. PASS (transient transmission possible)
[ an PoneR BT WAIT Waiting for communication with a special function
T TE module
DLNK- e}t Code check error in received data
TPASS -3 [ CRC . <Cause> Timing when the station sending data to the
T e waAT e Lit relevant station is set off-line, hardware
11—l tre fault, cable fault, noise, etc.:
b " iy 12 OVER Processing of received data delayed
:;- 1I°H ;%E\ <Cause> Hardware fault, cable fault, noise, etc.
I
16---—1- M UNDER e Greater number of “1's than the stipulated
[ R s maximum received consecutively.
s RD 13 AB. IF * Receive data length is shorter than specified.

: <Cause> Timing when the station sending data to the
relevant station is set off-line, WDT setting
too short, cable fault, noise, etc.

Data link WDT times out.
14 TIME <Cause> WDT setting is too short, cable fault, noise,
etc.
15 DATA More than 2 kbytes of abnormal data are received.
<Cause> Cable fault, noise, etc.
Internal processing of send data is not at constant
16 UNDER intervals
<Cause> Hardware fault
The forward or reverse loop is faulty.
17 LOOP <Cause> Power to the adjacent station is OFF
Cable breakage or not connected, stc.
18 sD Sending data
19" | RD DImlY | sending data

*1..... The ST.E.LED does not light in some cases due to line conditions or
cable connections, even when two identical station numbers or two
control stations exist in a network.

Execute on-line diagnosis in addition to visually checking the system.

*2.....When using an AJ72QBR15, if there are no terminal resistances RD
may be lit all the time, regardless of whether the data link is operative;
this does not mean that there is a network module error.



4. PRE-OPERATION PROCEDURES

MELSEC-QnA
Table 4.2 Names of Parts and Settings (Continued)
No. Name Description
2) | RESET switch Used to reset the hardware
RESET @
3) | Station number Used to set the station number (factory setting : 01)
+3 | setting switches <Setting range>
1 to 64 : Station number
STATION NO. Other than 1 to 64  : Setting error (SW.E.LED is lit)
[xw
x1|@®
4) | Mode select switch Setting of mode (factory setting : 0)
*3 Mode Name Description
MODE - - - - -
) On-line Automatic on-line return during data link
ggg#w&AR)‘ 0 (Automatic on-line return is set.) | is enabled.
1 Unusable (an SW.E. error occurs if set)
2 Off-line Host station is set off-line.
3 Test mode 1 Loop test (forward loop)
" 4 Test mode 2 Loop test (reverse loop)
5 Test mode 3 Station-to-station test (master station)
6 Test mode 4 Station-to-station test (slave station)
7 Test mode 5 Self-loopback test
8 Test mode 6 Internal self-loopback test
9 Test mode 7 Hardware test
A — Unusable
B — Unusable
C — Unusable
D — Unusable
E — Unusable
. Network number confirmation
5 [ F | Testmode 8 (LED indication)
5) | Condition setting Setting of operating conditions (factory setting : all set to OFF)
+3 | switches SW OFF ON
SW] _Setting When connected to a peripheral | When connected to a peripheral device
ON| A 1 : - .
! 5FH anA device for QnA series for A series
| 2] 2
31 oFF
4 3 ;
= Cannot be used (leave OFF at all times)
5
C® : OFF 4
3 : ON 5

When the settings have been changed with the power to the remote
I/O station ON, reset by using the RESET switch

((2) in the table above).
An SW.E. error occurs if these are set when using AJ72QBR15.
"F* does not require resetting with the RESET switch 2).

When connected to a QnA series peripheral device, communication is
possible with the host station and QnACPU only.

When connected to an A series peripheral device, communication is

possible with ACPU only.
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Table 4.2 Names of Parts and Settings (Continued)
No. Name Description
6) RS-422 interface For connecting peripheral devices. ((See 5).)
(-]
o
7) Connector Connect fiber optic cable to an AJ72LP25. Connect an F connector to an
AJ72QBR15.
AJ72QLP25 AJ72QBR15

F connector

It |

Front 1

side - -

FeTTe [ T T

| Forward | Reverse | | Forward | Reverse | | E— r_J
® o ® g By

sp | RD sp ! RD
I 1

r
| S

1

I I

L 1

1 ]

I 1

\ J
\

[ [ Fiber-optic cables
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4.3 Connections and Station No. Settings

4.3.1 Optical loop systems

(1) Precautions on making connections
(a) The type of fiber-optic cable that can be used differs dependlng on

the station-to-station distance.

Station-to-Station
Distance

to 300 m (984 ft.)

to 500 m (1640 ft.)

to 500 m (1640 ft.)

Cable Type
S| cable H type
(old type) L type
S| cable
QS| cable

to 1 km (3280 ft.)

Allowable Connector
Cable Type Bending Radius A [mm] (in)
rimmi@n)  [cag003 | cA7003
Standard cable
for indoor use 50 (1.97)
Reinforced cable
Slclj for indoor use 85 (3.35) 457 _
o 1.7
(old) Standard cable 85 (3.35) ( )
for outdoor use -
Reinforced cable
for outdoor use 140 (5.51)
Standard cable
for indoor use 50 (1.97)
Reinforced cable
g1 Lforindoor use 60 (2.36)
Standard cable
for outdoor use 60 (2.36)
Reinforced cable
for outdoor use 110 (4.33) — 30
(1.18)
Standard cable
for indoor use 50 (1.97)
Reinforced cable
for indoor use 60 (2.36)
Qasl
Standard cable
for outdoor use 60 (2.36)
Reinforced cable
for outdoor use 140 (5.51)

(b) Fiber-optic cables have the following limitations on bending radius.

AJ71QLP21(S)
AJ72QLP25

(c) When laying fiber-optic cables, be careful not to touch the fiber-optic
core in the cable or module connector and take care to ensure that the
cables do not become contaminated with dirt or dust.

If the cable is contaminated with grease from your hands, dirt, or dust,
transmission loss will increase and data link faults will occur.

(d) Grasp the cable connector itself when engaging and disengaging the
cable connector.

(e) Connect the cable connector and module connector securely, making

sure that they engage with a clicking sound.

4-10
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(2) PC-to-PC network

Connect the fiber-optic cables as shown below.
The connections do not have to follow the station No. order.
Any station No. can become the control station.

Normal station

Control station
Station 1 Station 2
Power| QnACPU | AJ71 Power| QnACPU [ AJ71
supply QaLP21 PPl QLP21

(s

()

IN I-I-' I.[-IOUT

Normal station

Stationn n <64

Power| QnACPU

supply

AJ71

QLP21
®

IN T ouT

(3) Remote /O network
Connect the fiber-optic cables as shown below.
The connections do not have to follow the station No. order.
The remote master station must be set as station 0.

Remote master station

Station 0

supply

Power | QNACPU | AJ71

QLP21

Remote 1/O station

Station 1

Power AJ72
supply| QLP25

IN T I.IJOUT

Remote 1/0 station
Station n

NTTWT

h < 64

Power

supply

AJ72
QLP25

WTTW

Remote master station : 0
Remote 1/0 stations

:1to 64

NTTW

POINTl

can be

avoided.

By setting stations to be connected in the future (i.e. stations that are
included in the number of stations but are not actually connected) as
reserve stations, communication errors and effects on link scan time
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4.3.2 Coaxial bus system

(1) Precautions for cable connections
(a) Restrictions on station-to-station cable length
1) When building a coaxial bus system, cables of different lengths
must be used to connect the network modules depending on the
total number of stations.
If cable lengths other than those specified below are used,
communication errors may occur.

Tg;as't'::'i':::r Station-to-Station Cable Length Overall Distance
. 110300 m (3.3t0 984 ft)  (3C-2V)
2to 9 stations | 4 45 500 m (3.3 to 1640 ft.)  (5C-2V) 300 m
15m (3.? 0 164 8) ) %33'2¥' 58-2¥; (984 ft.) (3C-2V)
. 13to 17 m (42.7 to 55.8 ft.) (3C-2V, 5C-2 i
10 to 33 stations | 5210 300 m (82.0 to 984 ft) (3G-2V) (1640 ft.) (5C-2V)
25 to 500 m (82.0 to 1640 ft.) (5C-2V)

2) If there is a possibility that the number of stations will increase, due
to system expansion for example, do the necessary cabling work in
advance, taking care to comply with the applicable restrictions.

3) If A6BR10/A6BR10-DC repeater units are used, always use the cable
length indicated for 10 to 33 stations, regardless of the number of
connected stations and the number of repeater units.

(b) Cautions on cabling
1) Coaxial cables must be laid with a clearance of at least 100 mm

(3.94 inches) with respect to power cables and control cables.

2) In locations subject to a lot of noise, use of double-shielded coaxial
cables is recommended.

- Double-shielded coaxial cable

Mitsubishi cable...... 5C-2V-CCY

— <«—— Q@Grounding —> —

(c) Coaxial cables have the following limitations on bending radius.

Allowable
H P Connector
Cable Type Bending Radius
P r [mm? (inch) A [mm]
3C-2V 23 (0.91) 50 (1.97)
5C-2V 30 (1.18)
(d) Do not puli on a connected coaxial cable. Front face of the module

This could cause contact failure and cable disconnection.
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(2) PC-to-PC network
Connect the coaxial cables as shown below. .
Connect terminal resistances (A6RCON-R75, purchased separately) to the
stations connected to the ends of the bus.
The F connectors are supplied as accessories with the modules.
1) Without repeater units

Master station Remote I/O station Remote 1/0 station

Station 1 Station 2 Station n n<32
AJ71QBR11 AJ71QBR11 AJ71QBR11
F connector F connector F connector
{
i t (\
A 77 y

Terminal resistance Terminal resistance
(purchased separately) (purchased separately)
Coaxial cable

2) With repeater unit (serial connection)

Master station Remote 1/O station Remote 1/O station Remote /O station
Station 1 Station 2 Station 3 Station n n <32
AJ71QBR11 AJ71QBR11 AJ71QBR11 AJ71QBR11
F connector F connector F connector F connector

S~

T /
Terminal resistance Coaxial cablé Coaxial cable (Jfr::mhg:: dresseips)taar:‘t:gli )

(purchased separately)

T connector ———» A6BR10 T connector
(accessory with A6BR10) (accessory with A6BR10)

Terminal resistances
(purchased separately)

For details on the repeater unit (A6BR10), refer to the user’'s manual supplied with the

product.
Repeater Unit for the MELSECNET/10 Coaxial Bus System, type A6BR10/A6BR10-DC

User's Manual
|B-66499

4-13
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3) With repeater unit (branch connection)
Master station Remote I/O station Remote I/O station
Station 1 Station 2 Station 3
AJ71QBR11 AJ71QBR11 AJ71QBR11
F connector F connector F connector

T connector
(accessory wWith
A6BR10)

. . Coaxial cabl Terminal resistance
Terminal resistance oaxial cable AGBR10 | Coaxial cable  (pyrchased separately)
(purchased separately)

Remote 1/O station Remote /O station

Station 4 Station n n<32
Terminal resistance AJT10BR11 AJ71QBR11
(purchased separately)
T connector F connector F connector
(accessory with A6BR10)
\ 4
Coaxial cable Terminal resistance

(purchased separately)

POINTI

By setting stations to be connected in the future (i.e. stations that are
included in the number of stations but are not actually connected) as
reserve stations, communication errors and effects on link scan time
can be avoided.
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(3) Remote I/0 network
Connect the coaxial cables as shown below. .
Connect terminal resistances (A6RCON-R75, purchased separately) to
the stations connected to the ends of the bus.
The F connectors are supplied as accessories with the modules.
1) Without repeater units

Remote master station Remote I/0 station Remote /O station
Station 0 Station 1 Station n n <32
AJ71QBR11 AJ72QBR15 AJ72QBR15
F connector F connector F connector
(
ﬁﬁj\ g
Y . / A
Terminal resistance Terminal resistance
(purchased separately) Coaxial cable (purchased separately)

2) With repeater unit (serial connection)

Remote master station Remote I/O station Remote 1/O station Remote /O station
Station 0 Station 1 Station 2 Station n n<32
AJ71QBR11 AJ72QBR15 AJ72QBR15| - AJ72QBR15

F connector F connector F connector F connector
[
A
T ]/

Terminal resistance Coaxial cable Coaxial cable Terminal
(purchased separately) resistances
(purchased

separately)

T connector ———» A6BR10 T connector
(accessory with A6BR10) (accessory with A6BR10)

Terminal resistances

(purchased separately)

For detaiis on the repeater unit (A6BR10), refer to the user's manual supplied with the

product.
Repeater Unit for the MELSECNET/10 Coaxial Bus System, type A6BR10/A6BR10-DC

User's Manual
IB-66499
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MELSEC-QnA
3) With repeater unit (branch connection)
Remote master station Remote 1/O station Rerﬁote 1/0 station
Station 0 Station 1 Station 2
AJ71QBR11 AJ720BR15 AJ7208R15
F connector F connector F connector
T connector
(accessoty
with A6BR10)
Terminal resistance Coaxial cable AGBR10 Coaxial cable Terminal resistance

(purchased separately) (purchased separately)

Remote 1/O station Remote /O station
Station 3 Station n n<32
. AJ72QBR15| AJ72QBR15
Terminal resistance
(purchased separately)
T connector F connector F connector
(accessory
with A6BR10)
Coaxial cable Terminal resistance

(purchased separately)

POINT|

By setting stations to be connected in the future (i.e. stations that are
included in the number of stations but are not actually connected) as
reserve stations, communication errors and effects on link scan time
can be avoided.
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4.4 Checking the Connection with Network Modules (Offline)

Before operating the data link, check the network modules and the cables.
Set the items to be tested by setting the mode select switch on the front
face of the network module.

[Test Procedure]

( Start )

Y
l Hardware test | ........ Section 4.4.1
| Internal loopback test | ........ Section 4.4.2
. Y
r Loopback test | ........ Section 4.4.3
\
I Station-to-station test l ........ Section 4.4.4

NO

Optical loop system?

Forward loop/reverse .
loop test |7 Section 4.4.5

POINTI

Setting even one station to the test mode (MODE switch settings 3 to
9) during data link (while online) makes normal data link impossible.

4-17
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[

4.4.1

Hardware test

MELSEC-QnA
This test checks the hardware inside the network module.
Control Station/Normal Station 4
/Remote Master Station Remote /O Station
AJ71QLP21(S) AJ71QBR11

Connect the [N and
OUT connectors with
a fiber-optic cable.

Do not connect
cables or terminal
resistances.

Side
face

out N

UJ

Set the mode select switch
of the network module to "9".

8| K9

Set the RUN/STOP key switch of the QnACPU
to RESET then to a position other than RESET.

QnACPU

@RESET
¥

QnACPU
STOP

®

AJ72QLP25 AJ72QBR15
Connect the IN and Do not connect
OUT connectors with cables or terminal
a fiber-optic cable. resistances.

Side
face

outr N

Set the mode select switch
of the network module to “9*.

S hED,

Reset the network module.

Press the

RESET switch.

To next page
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From previous page

r Hardware test is executed.

The test results are indicated by the LEDs.

<When normal>
The CRC —» OVER — AB.IF - TIME — DATA, and UNDER LEDs light in
that order.
When this cycle is repeated five or more times the status is normal.

CRC ® @) O @) O O
o O o O O @) O O : unlit
srF O :O [ :O :O :O @ :Lit
mwe O O : O ® O O
e O O O @) o @)
woer O O @) O O [ ]

t Repeated

<When abnormals>
For both optical loop systems (AJ71QLP21(S), AJ72QLP25) and coaxial
bus systems (AJ71QBR11, AJ72QBR15):
If any of the following errors occurs, the corresponding LED will light.
If one of these errors occurs, replace the network module.

1) CRCIit ................ ROM check error

2) OVER it .............. RAM check error

3) AB.IF it ............... Timer or interrupt function check error
For optical loop systems (AJ71QLP21(S1), AJ72QLP25) only.
1) TIME lit................ Forward loop light amount check error

2) DATA lit............... Reverse loop light amount check error

When a light amount check error occurs, locate the cause by following the
flow chart below.

I Replace the cable. —l

Cable is faulty.

Does error occur?

I Replace the module. I

'

Module is faulty.—|

Does error occur?

l Cable is faulty. I
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4.4.2

Internal self-loopback test

This test checks the hardware including the send and receive circuits of
the communications system in a single network module.

Control Station/Normal Station
/Remote Master Station

Remote I/O Station

AJ71QLP21(S) AJ71QBR11
Do not connect Do not connect
fiber-optic cables. cables or terminal
Do not allow light to resistances.

enter the connector of
the network module.

Side
face

\ /

Set the mode select switch
of the network module to "8".

5 KB

Set the RUN/STOP key switch of the QnACPU
to RESET, then to a setting other than RESET.

QnACPU

Other than

RESET

AJ72QLP25 AJ72QBR15

Do not connect . Do not connect
fiber-optic cables. cables or terminal
Do not allow light to resistances.
enter the connector of
the network module.

Side

face

o
QuT IN

()

Set the mode select switch
of the network module to "8".

Reset the network module.

\ /

mope | &)

Press the

RESET @

RESET switch.

To next page
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From previous page

— Internal self-loopback test is executed.

The test results are indicated by the LEDs.

<When normal>
The CRC —» OVER — AB.IF - TIME — DATA, and UNDER LEDs light in
that order.
When this cycle is repeated five or more times the status is normal.
It does not matter whether the LOOP LED is lit or not.

CRC o O O O O O

OVER O @ O O @) O O :unlit
wr O :O :. :O :O :O ® Lt
e O O O L O O

pa O O O O o O

woer O O O O O o

Repeated

<When abnormal> :
For optical loop systems (AJ71QLP21(S), AJ72QLP25):
1) ERROR LED lIit
e Hardware fault

For coaxial bus systems (AJ71QBR11. AJ72QBR15):
1) ERROR LED lit
¢ Hardware fault

When an error occurs in a coaxial bus system, LEDs other than ERROR LEDs (CRC, OVER,
AB.IF, TIME, DATA, UNDER) may light; for example M/S.E and PRM.E LEDs.
When requesting module repairs, please state which LEDs are lit.
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4.4.3 Selfloopback test

This test checks the hardware including the send and receive circuits of
the communications system in a single network module.

Conduct this test to check the cables when the result of the internal
self-loopback test is normal.

Control Station/Normal Station

/Remote Master Station Remote /O Station

AJ71QLP21(S) AJ71QBR11 AJ72QLP25 AJ72QBR15
Connect the IN and Connect terminal Connect the iN and Connect terminal
OUT connectors with  resistances to the OUT connectors with resistances to the
a fiber-optic cable. network module. a fiber-optic cable. network module.
F connector F connector
Side Side Side Side
face face - face face
OUT IN OUT N
Terminal Terminal
resistances resistances
Set the mode select switch Set the mode select switch
of the network module to "7°. of the network module to “7°.

8 N7) o K7)

Set the RUN/STOP key switch of the QnACPU

to RESET, then to a setting other than RESET. Reset the network module.

QnACPU

@—RESEr
Press the
‘ RESET switch.

Other than
RESET

QnACPU

To next page
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From previous page

— Self-loopback test is executed.

The test results are indicated by the LEDs.

<When normal>
The CRC — OVER — AB.IF — TIME — DATA, and UNDER LEDs light in
that order.
When this cycle is repeated five or more times the status is normal.

CRC o @) O @) @) O

OVER O o @) O O O O : unlit
X O O O @ :Lit

:;EF oL o> > o

paa O @) O O o O

unoer - O @) O O O [

T‘ Repeated

<When abnormal>
For an optical loop system (AJ71QLP21 (S), AJ72QLP25):
1) "TIME" LED lit:
o Forward loop cable is broken.
e The send and receive sides of the forward loop are not connected
with a cable.
» The forward loop send side is connected to the reverse loop send
side, and the reverse loop send side is connected to the reverse
loop send side.

2) "DATA" LED lit:
* Reverse loop cable is broken.
* The send and receive sides of the reverse loop are not connected
with a cable.

3) "CRC", "OVER?", and "AB.IF" LEDs of the forward and reverse loop
sides flashing:
e Cable is faulty.

4) ERROR LED other than above is lit:
o Hardware fault
» Cable disconnected during the test.
¢ Cable broke during the test.

For a coaxial bus system (AJ71QBR11, AJ72QBR15):
1) "TIME" LED lit:
o Connector is disconnected.

2) "CRGC", "OVER?", " AB.IF" LED flashing:
e Connector is faulty.

3) ERROR LED other than above is lit:
e Hardware fault
e Connector disconnected during the test.
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4.4.4 Station-to-station test

This test checks the line between two adjacent stations.
(1) PC-to-PC network

Optical Loop System Coaxial Bus System
Connect the IN and QUT connectors of two Connect two adjacent network modules with
adjacent network modules with a fiber-optic a coaxial cable.
cable.
Station n Station n+1 Station n Station n+1

AJ71QBR11

Terminal Coaxial Terminal

Fiber-optic cable N N
resistance cable resistance

Set the mode select switch of the network
modules to “5° (master station) and *6"
(slave station).

Station n Station n+1

<Precaution>

To conduct a station-to-station test when
three or more stations are connected to a
coaxial bus, set the stations not being
tested to offline, or turn the power to those
stations OFF.

. Master Slave Offline or
For the slave station first and then the master station station power OFF
station, set the RUN/STOP key switch of the
QnACPU to RESET and then to a setting
other than RESET.

QnACPU

@-RESET
¥

QnACPU
STOP

®

Other than
RESET
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(2) Remote I/O network

Optical Loop System

Coaxial Bus System

Connect the IN and OUT connectors of two
adjacent network modules with a fiber-optic
cable.

Station n Station n+1

OUT IN OUT NN

[T 3 1
Fiber-optic cable

Set the mode select switch of the network
modules to *5 (master station)” and "6 (slave
station)".

Station n+1
®|=kl®

Reset the slave station and then reset the
master station.

Station n

<Remote master station>

Set the RUN/STOP key switch of the
QnACPU to RESET and then to a setting
other than RESET.

QnACPU

@-RESET
\ 4

QnACPU
STOP

Other than
RESET

LA AN

<Remote |/O station>
Reset the network module.

Press the
RESET switch.

Connect two adjacent network modules with
a coaxial cable.

Station n Station n+1
™~
Side Side
face face
Terminal Coaxial Terminal
resistance cable resistance

<Precaution>

To conduct a station-to-station test when
three or more stations are connected to a
coaxial bus, set the stations not being
tested to offline, or turn the power to those
stations OFF.

Offline or

Master power OFF

station

Slave
station

To next page
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From previous page

— Station-to-station test is executed.

The test results are indicated by the LEDs.

<When normai>
The CRC —» OVER — AB.IF —» TIME — DATA, and UNDER LEDs light in
that order.
When this cycle is repeated five or more times the status is normal.

CRC o @) O O O @)
ok O @ @) O O O O : Unlit

O O o @) : O . O @ :Lit
mwe O : O : @) : o 0] O
O O O O o @)
uwor O O O ) O L

T——— Repeated

<When abnormal>
For an optical loop system (AJ71QLP21(S), AJ72QBR15):
1) “TIME" LED lit:
¢ Forward loop cable is broken.
¢ The send and receive sides of the forward loop are not connected
with a cable.
* The forward loop send side is connected to the reverse loop send
side, and the reverse loop send side is connected to the reverse
loop send side.

2) "DATA" LED lIit:
» Reverse loop cable is broken.
» The send and receive sides of the reverse loop are not connected
with a cable.

3) "CRC", "OVER?", and "AB.IF" LEDs at master station flashing:
¢ Cable is faulty.

4) ERROR LED other than above is lit:
e Hardware fault
e Cable disconnected during the test.
o Cable broke during the test.

For a coaxial bus system (AJ71QBR11, AJ72QBR15):
1) "TIME" LED lit: _
e Connector is disconnected.

2) "CRC", "OVER?", "AB.IF" LED at master station flashing:
¢ Connector is faulty.

3) ERROR LED other than above is lit:
¢ Hardware fault ,
¢ Connector disconnected during the test.
» Cable broke during the test.

AB.IF
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4.4.5 Forward loop/reverse loop test

MELSEC-QnA

This test checks the line after all stations have been connected with

fiber-optic cables.

Forward Loop Test

Reverse Loop Test

Set the mode select switch of the testing

station to "3".
8 K3

\

<Control station/normal station/remote master
station> .
Set the RUN/STOP key switch of the QnACPU

QnACPU
@-m

¥

QnACPU
STOP

®

Other than
RESET

Set the mode select switches at stations other than the testing station to 0",

Reset the testing station.

to RESET, then to a setting other than RESET.

Set the mode select switch of the testing

station to "4",
m <D

/

N
Br]

<Remote 1/0 station>
Reset the network module.

Press the

RESET switch.

RESET @

|

To next page
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From previous page

— Forward loop/reverse loop test is executed.

The test results are indicated by the LEDs.

<When normal>
The CRC —» OVER — AB.IF — TIME — DATA, and UNDER LEDs light in
that order. '
When this cycle is repeated five or more times the status is normal.

CRC ® @) @) @) O O

or O O O O O O QO : unlit
- AB. O @ :Lit
:;'EF :> I:> |:> [:(> :> '
DATA O O O O . O

uwoer O @) O O O o

Repeated

<When abnormal>
1) "TIME", "DATA", "UNDER" LEDs of the forward and reverse loop
sides flashing:
e There is a fault either in the fiber-optic cable or at another station,
and loopback is performed.

2) "CRC", "OVER", "AB.IF" LEDs of the forward and reverse loop sides
flashing:
¢ Cable is faulty.

3) "TIME", "DATA" LEDs of the forward and reverse loop sides flashing:
¢ Incorrect connections. Check the cable connections at the stations
before and after the station where the error occurred.
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4.5 Network Diagnosis (Online)

The line status can easily be checked and diagnosed by using the network
diagnosis function of a peripheral device. However, this is not possible if
the parameters have not been set.

This function allows diagnosis to be performed while the network module is
still in the online status if trouble occurs while the system is operating.

For details on the operations for each of the functions, refer to the GPP
Function Operating Manual (Online).

Data Link Status

Test Optical Loop Coaxial Bus [

Cyclic Transmission and
System System Transient Transmission ]
Loop test (o] X Temporarily stopped
Setting O (0] Temporarily stopped

confirmation test

Station order 0 X

confirmation test Temporarily stopped

Communications o o

tost Continued

O : Can be performed X : Cannot be performed

POINTS|

(1) You are recommended to carry out online diagnosis that will
temporarily stop the data link when the system is started up.
If this online diagnosis is carried out during system operation,
make sure the following conditions will not cause any problem:
1) Data link is stopped during online diagnosis.
2) No station must be reset or have its RUN/STOP status changed
(this could cause online diagnosis to end with an error).

(2) Carry out the setting confirmation test, station order confirmation
test and communications test after first confirming by means of
the loop test that the line status is normal.
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4.5.1 Loop test (optical loop systems only)

(1) PC-to-PC networks
The test performs a line test on the forward and reverse loops when
connection of the optical loop system is completed. In addition, when
loopback is being performed, it allows the stations performing
loopback to be confirmed.
For example, if a loop test is performed from the peripheral device
connected to station 1 with the system status shown in Figure 4.1, the
monitor screen shown in Figure 4.2 is displayed, and from this screen
it can be confirmed that loopback is performed at stations 4 and 2 due
to a fault at station 5.

Peripheral
device

Reserve station Loopback
Station 1 Station 3 Station 6 Station 4
LI
| 5] [ ki i
~
|_\\ \
\ A
\
Forward loop Reverse loop I ]
/7
/
Fo-————-==- a //
lpemem———— Al 14—
l o 1§ | 18
Ll A1
Station 8 Station 7 Station 2 Station 5
Loopback Faulty station

Fig. 4.1 System Status

[Loop Test]
Test Target IMEIIEVEUAASY
2.¢ > A1l Sta

Reserve {8tation Status>
{Loop Test Results> station net A:ftofErrStl AICErr in Receive Dir:Cross)
Unit # [1]1 Total [ 81 VY B:#ofErrStL 11(No Response)

Loop Sts[LoopBk 1
1] 3] 4] s| 6] 2| 8] ol1@|11|12]|13]14]15]16
FU-Lp | "B el 8| B| B| B| Bl B| B| B B| B| B
RU-Lp 17|18 {1928 (21|22 |23 |24 25 |26 |27|28 |22 38|31 |32
I sl Bl 8| Bl 8| 8| 8| 8| B| B B| B| B| B B| B
[ 21 t' a1 l33|34]35|36|37]38 |39 |4m |41 [42 |23 |44 |45 |46 47|48
171 t '+ |'B{'s| B 'B|'B|'B['B| B| B| B| B| B| B| B| B| B
i 1 [49]sels1 |52
L i s’ B| B
FPYICH]  End N>

Space:Select Esc:Close

Fig. 4.2 Loop Test Display



4. PRE-OPERATION PROCEDURES

(2) Remote I/O networks
The test performs a line test on the forward and reverse loops when
connection of the optical loop system is completed. In addition, when
loopback is being performed, it allows the stations performing
loopback to be confirmed.
For example, if a loop test is performed from the peripheral device
connected to 1MR with the system status shown in Figure 4.3, the
monitor screen shown in Figure 4.4 is displayed, and from this screen
it can be confirmed that loopback is performed at stations 1R3 and
1R1 due to a fault at station 1R4.

Peripheral
device
Reserve station Loopback
1MR 1R2 1R5 iR3
T
[ il il i
~N
i L_\\ \
A
\
Forward loop Reverse loop i ]
// /
Fomm—m————— a1 //
|l premm———— Al =
; Ly 14 [y ! o
L1 [
1R7 iR6 1R1 1R4
Loopback Faulty station

Fig. 4.3 System Status

[LLoop Test]
Test Target MCIEREITUTEA3Y
2.C > All Sta

Reserve {Station Status>

{Loop Test Results> station not A:HofErprStl BI1(Err in Receive Dir:Cross>
Unit # [11 Total [ 81 displayed. B:#tofErrStl 1]1{(No Response)
Loop StsliLoopBk 1
i1N2] 3] 4] 51 6] 7| 8] 2|190]111 12|13 |14|15]16
FW-Lp B B| B| B| B| B| B| B] B} B| B| B| B} B
RU-Lp 1711819212821 122123124125 |26127({28|29]38|31|32
| | B| B| B| B| B| B]| B| B| B| B| B| B| B| B| B| B
[ 11 L 31 |33|34]|35]|36]|37|38{39|48]|41]42]143|44|45]|46]|47]48
i E i E B} B| B| B] B} B} B| B| B| B| B] B| B| B| B| B
! t  [49]s0[51[52
L ! | B] B} B| B
lstat (YD End (N>

! Space:Select Esc:Cleose

Fig. 4.4 Loop Test Display
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4.5.2 Setting confirniation test

(1) PC-to-PC network
This test enables the switch settings of network modules to be
checked. ' '
Three types of confirmation are made, as listed below.
1) Control station duplication check
2) Station number duplication check
3) Check to determine whether the network number set at the
control station in the number of modules settings matches the
network number set with the switch at the host station.
For example, if the setting confirmation test is performed from the
peripheral device connected to station 1 in the system status shown
in Figure 4.5, the monitor screen shown in Figure 4.6 is displayed,
allowing the settings at each station to be checked.
An error is indicated at station 6 where there is a duplicated control
station, but stations 2, 5, 7, and 8 have no setting errors and the
group numbers and network number are therefore displayed.

Peripheral
device

(Parameter setting)

Control station Group No.1 Reserve station Reserve station
Station 1 Station 2 Station 3 Station 4

Network No.1

| | | |

Station 8 Station 7 Station € Station 5

Group No.2 Group No.1 Control station Group No.2

Fig. 4.5 System Status

2.¢ > All Stations
Unit #[11 This Sta’ #[ 1]
(Stationi> 1 2 3 4 5

Network #[ 11 Ctrl Staltl 11 Total [ 81
? 14 11 12 13 14 1 16

[=a)

8 9
1 1 E
2
2 24 25 6
E E E E
3 38 - %] 1 2 3
(Networkil> E E E E E E E E E E E E E E E E
(Groupit)
{Network#t)> E k E
(Grou

pit)
R:Dupl CtrlSta BzDupl Sta # C:NW % Err D:Reserved E:ErroF:NU Type Err
G:Duplicate RmtSubMst(Duplex) H:Dup%igat(:ﬁ)lhtSubHst(Paralle1)
n

Fig. 4.6 Setting Confirmation Test Display
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(2) Remote I/O network
This test enables the switch settings of network modules to be
checked.
For example, if the setting confirmation test is performed from the
peripheral device connected to 1MR in the system status shown in
Figure 4.7, the monitor screen shown in Figure 4.8 is displayed,
allowing the settings at each station to be checked.

Peripheral
device

(Parameter setting)

Remote master
station Reserve station Reserve station

1Me 1R1 1R2 1R3

Network No.1

1iR7 1R6 1R5 1R1

Fig. 4.7 System Status

Conf irmnation Test]l

Test Target :INCIIBFVELTSAIY
2.¢ > All Stations

Unit 31] Ihissta 3[1] Neto!‘k #L 1] Ctrl Stalfl 1] Total [ 81

C(Ne tworki> E E E E E E E E E

(Groupitd

(Stationit) 33 34 35 36 37 38 39 48 41 42 43 44 45 46 47 48
{Network#> E E E E E E E E E E E E E E E E
{Groupit)

(Stationil) 49 58 51 52

(Networkit) E E E E

(Groupit)

A:Dupl CtrlSta B:Dupi Sta B C:NY # Errr D:Reserved E:ErroF:NU Type Err
G:=Duplicate EmtSubMst{(Duplex> H:Dup%igat(:ﬁ)RntSuhHst(Parallel)
n

Fig. 4.8 Setting Confirmation Test Display
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4.5.3 Station order confirmation test (optical loop systems only)

(1) PC-to-PC network
This test allows you to check the station numbers of the stations
connected in an optical loop system.
The types of station order confirmation that are possible in
accordance with the loop status (displayed on the station order
confirmation test result screen; see Fig. 4.10) when the station order
confirmation test is performed are indicated in the table below.

Loop Status Display Details
Forward/ Station numbers connected in the forward loop direction from the host station, and
reverse loop station numbers connected in the reverse loop direction from the host station
Forward loop Station numbers connected in the forward loop direction from the host station only
Reverse loop Station numbers connected in the reverse loop direction from the host station only
Loopback Station numbers connected in the forward loop diréction from the host station only

For example, if the station order confirmation test is performed from the
peripheral device connected to station 1 in the system status shown in
Fig. 4.9, the monitor screen shown in Fig. 4.10 is displayed, and the
stations connected in the forward loop direction, and the fact that

loopback is being performed between stations 4 and 2 can be confirmed.

Peripheral FoILv;:rd _— -
device direction
Reserve station Loopback
Station 1 Station 3 Station 6 Station 4
LIRJ
I T T T I
N
~ N
N
[
Forward loop, Reverse loop !}
’/ /
poo——— e QA //
lpe=rm———- At i
) 141§ i i
L1 L.L Ll
Station 8 Station 7 Station 2 Station 5
Reverse loop direction 3 Loopback Faulty station

Fig. 4.9 System Status

[Station Order Confirmation Test]l
Test Target EREIINEVEURASY From TsSt to Fi-Lp From TsSt to RU-Lp
2.C > All Sta Is 1

Yotal'r 81° /2
Loop StslLoopBk 1 displayed.

FU-Lp

RU-Lp ‘—l

L 21 L 41

5 End <ND>

elect Esc:Close

Fig. 4.10 Station Order Confirmation Test Display
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(2) Remote I/0 network
This test allows you to check the station numbers of the stations
connected in an optical loop system.
The types of station order confirmation that are possible in
accordance with the loop status (displayed on the station order
confirmation test result screen; see Fig. 4.12) when the station order
confirmation test is performed are indicated in the table below.

Loop Status Display Details

Forward/
reverse loop

Station numbers connected in the forward loop direction from the host station, and
station numbers connected in the reverse loop direction from the host station

Forward loop Station numbers connected Iin the forward loop direction from the host station only

Reverse loop Station numbers connected In the reverse loop direction from the host station only

Loopback Station numbers connected in the forward loop direction from the host station only

For example, if the station order confirmation test is performed from the
peripheral device connected to station 1MR in the system status shown
in Fig. 4.11, the monitor screen shown in Fig. 4.12 is displayed, and the
fact that loopback is being performed between stations connected in the
forward loop direction can be confirmed.

Peripheral Folgv;:rd _——
device direction
Reserve station Loopback
1Mr iR2 1iRS iR3
L 111 11 iIRE
f I—\\
—\
A
V1
Forward loop, Reverse loop !l
// /
Fre=——————— Qo //
[ e 91—
! M k 1t
LI 11 13
1R7 1R6 1R1 iR4
Reverse loop direction Loopback Faulty station

Fig. 4.11 System Status

[Station Order Confirmation Test]
Test Target /IREIIREIN RS From TsSt to FiW-Lp
2.C > all Sta

From TsSt to RU-Lp

[

Is. 8

Totelr 81° o vt /g
ota station nof
Loop Sts[LoovnBk 1 displayed.

Fll-Lp

1

RU-Lp |
|]Reuersee Forwardtl

3

S End <N>

1

Fig. 4.12 Station Order Confirmation Test Display
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4.5.4 Communications test

This test checks whether or not normal communications are possible
between the host station and communication destination (network No. and
station No. designation). In addition, if the communication destination is a
network No., since the network No. and station No. on the route are
displayed, it is also possible to check whether the routing parameter
settings are correct.

If a communications test is performed with respect to 4Ns6 of network
No.4 from the peripheral device connected to 1R1 of network No.1 in the
system shown in Fig. 4.13, the monitor screen shown in Fig. 4.14 is
displayed, allowing you to check whether normal communications can be
performed in accordance with the routing parameter settings.

Peripheral
device

Host
station

pmmm————————

i 11 |

Network No.4

Fig. 4.13 System

[Communication Test]
{Communication Test Results>
1.Com Target Setting { 1)— —> Network # ¢ 1> —_} —— < 1>
Network # [ 11 [ 211 1 Sta # C 1> [ 1L 21
Station # [ 61 C — —C 2>
[ 51 11 [ 11[ 51
2.Com Data Setting ¢ 3I>———- L # of Gom [ 11 - < 3>
Data Lengl[18@]Byte [ 51 21 [ 21L 51
#f# of Com [ 1] < 4>—1 Com Time [ 1 Ix188mns —{ 4>
LoopMon Time [ 51Sec L 1L 1 L 1L 1
< >—z <{Com Test Results) - < >
I 1L 1 L I 1
Unit # I[11 [ —1 1—C >
L 1t 1 L 1L 1
C > 1 < >
. L 1L 1 Com Network # ¢ 4> |L 1L 1
End <N> L4 r—t— S8ta # ( 62 <-4 —C >

Fig. 4.14 Communications Test Display
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In addition, if the routing parameter settings are incorrect, the message
"Cannot communicate with PC." is displayed and the communication test
results are displayed.

.4 Peripheral
device

Host
station

pm————am————

4Ns2 4Ns3

Network No.4

Fig. 4.15 System

[Cammunication Test]
{Communication Test Results>
1.Com Target Setting C y— —> Network # ¢ > — —— L ¢ >
Network # [ ] L 1L 1 Sta # ¢ > L 1l 1
Station # [ 1 { >—1t +—< >
L Ir 1 £ 1L 1
2.Com Data Setting < y—— L B of Com [ 1 == >
Data Lengl1081Byte I 1L 1 L 1L 1
# of Com [ 11 ¢ >—1 Com Time [ Ix188ms 14— >
LoopMon Time [ 51Sec L 1L 1 L I 1
L4 r—— L {Com Test Results> - ¢ >
[ 1C 1 L 1L 1
Unit # [ 1 L4 -t 3—< >
L 1L 1 L If 1
C > T i ¢ >
L Ir 1 Com Network # ¢ > it 1 1
End (N> ( y—t—mmm Sta #t ¢ > <4 — >

Fig. 4.16 Communications Test Display
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5. MELSECNET/10 BASICS

This section explains the basic concepts behind the switch and parameter

settings required for data link by referring to PC-to-PC network and remote
I/0 network examples.

5.1 PC-to-PC Network (2-Tier System Communication)

The switch and parameter settings and cyclic transmission for a two-tier
system are explained here by reference to the system configuration shown

below.
Control station (1Mp1) Normal station (1Ns2)

Power | QnACPU | AJ71 AX40 | Av40 Power | QnACPU | AJ71 AX40 | AY40
supply aLP21 supply QLP21

X/Y0 X20 Y30 X/Y0 X20 Y30

$ § $ § § $
X/Y1F | X2F Y3F X/Y1F | X2F Y3F
IN out IN out

Normal station (1Ns4)

Network No.1

Normal! station (1Ns3)

Power
supply

QnACPU | AJ71 AX40 | AY40

QLP21

X/vo | x20 | Y30

$ § $
X/YIF | XoF | Y3F

Power
supply

QnACPU | AJ71 AX40

QLP21
X/Yo | x20
S $
X/YIF | xaF

AY40

Y30

Y3F

N

T

J

The following explanation assumes that the number of B/W transmission

/

points for each station is set at "256", as shown in the table below.

Transmission Range for Each Station

Station B w
1Mp1 0to FF 0'to FF
1Ns2 100 to 1FF 100 to 1FF
1Ns3 200 to 2FF 200 to 2FF
1Ns4 300 to 3FF 300 to 3FF
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pR———————————— o

MELSEC-QnA

(1) The transmission range for each station in cyclic transmission can be
set with either of the following two types of parameters.

1) Default parameters (set with module switches)
............. Allocation is completed simply by setting the number of

stations and the total number of B/W points.

2) Common parameters (set at a peripheral device)
............. The transmission ranges for each station can be allocated
as required in accordance with the system.

(2)

are indicated in Table 5.1.

The settings to be made at pefipheral devices and network modules

Table 5.1 Settings made with Peripheral Devices and Network Modules

Default Parameter Setting Common Parameter Setting
Setting Item
Contro! Station | Normal Station | Control Station | Normal Station
Numbe
St r of modules / Network A A ° A
. . Common parameters X X ® X
22:'223i£;h periph- Network refresh parameters A A A A
Station-specific parameters A A FaN A
/0 allocations X X X X
Transfer parameters for data link X X X X
Routing parameters X X X X
Network number [ ] o [ ] ®
Group number A N A A
Station number o ® o [ ]
. . Mode e (0) e(0) ©(0) ® (0)
Settings with network Network type OFF OFF OFF OFF
Station type ON OFF ON OFF
Condition|{ Used parameters ON OFF OFF OFF
setings |\ umber of stations 8ne/s2/54 OFF OFF OFF
Total B/W points 2{)‘:,’5\’;" OFF OFF OFF

® : Must always be set /\: Set it necessary X : Setting not necessary

POlNTI

With MELSECNET/10 for the AnU series, it was also necessary to
set parameters for normal stations, but these parameter settings are
not required with MELSECNET/10 for QnA.

(3) The operating procedure with a two-tier system is given below.

I Connect network modules with fiber-optic cables or coaxial cables. ]
I Set the switches on the front faces of the network modules. ] ....................... See Sections 5.1.1(1) and 5.1.2(1)
B Turn ON the power to all stations. |

Set parameters at a peripheral device

(when the transmission ranges for each station are setinthe | ceenvneinnnnee See Section 5.1.2(2)

common parameters).
( Set the PC CPU to RUN. |
I Check the network module LEDs. I ........................ See Sections 5.1.1(2) and 5.1.2(3)

Check cyclic transmission

5-2

I ........................ See Sections 5.1.1(3) and 5.1.2(4)
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5.1.1

Communications by setting default parameters

The transmission ranges for each station can be allocated simply by
- setting the number of stations and total B/W points with the switches on

the network module.

- .
mmwmwwﬂgﬂmmmml tati ; il L devi
1) The settings are made using the condition setting switches (DIP
switches) on the front of the network module.
2) Allocations are made starting from B/WO0 in station number order. The
number of B/W points per station is determined in accordance with the
number of stations and total B/W points as indicated in the table below.

Table 5.2. Number of B/W Points per Station

Number of
Stations
2k Points

Total (2048 points)

Number
of Points

4k Points
(4096 points)

6k Points
(6144 points)

8k Points
(8192 points)

Since there are to be
256 points per station,
the most applicable 8
stations are set as the
number of stations and
total B/W points is set

as 2k points.

8 stations Y 512 points 768 points | Setting error
16 stations 128 points 256 points 384 points 512 points
32 stations 64 points 128 points 192 points 256 points
64 stations 32 points 64 points 96 points 128 points

3) Communications can be conducted with B/W points only; communication
is not possible with X/Y points.

4) Station numbers that are not connected are treated as faulty stations. In
this example, since the number of stations has been set at 8 but there are
in fact only 4 stations, station numbers 5 through 8 are faulty stations.

(1) Network module settings
The following settings are made at the network module.

A"lglpﬁn;—:" = No. Item 1Mp1 | 1Ns2 | 1Ns3 | 1Ns4
Uit 30 |
L & b= X100 [ 0 0 0 0
' e E"c:' 1) | NETWORK No. X10 0 0 o 0
I -] I X1 1 1 1 1
o e 2
% & ) | GROUP No. 0 0 0 0
Lo
X10 0 0 0 0
3) | STATION No.
0] ) Xt 1 2 3 4
- _— 4) | MODE 0 0 0 0
SW OFF ON
" 1 PC REMOTE OFF | OFF | oFF
rn 2) 2 | N.ST/D.S.M_| MING/P.S.M OFF | OFF | OFF
am 3 PRM D.PRM N OFF | OFF | OFF
K10 5)
[ —3) 4 STATION SIZE OFF | OFF | OFF | OFF
@ 5 (8, 16, 32, 64) OFF | OFF | OFF | OFF
1@ 4) | 6 | LB/LW SIZE OFF | OFF | OFF | OFF
o 7 (2, 4.6, 8K) OFF | OFF | OFF | OFF
= 8 — ofFfF | ofFf | oFfF | oFF
s |5 5)
— Bl ] STATION SIZE LB/LW SIZE
SW5 | SW4 | Number of Stations SW7 | SW6 | Total Number of Points
< oot OFF | ON 16 OFF | ON 4K
N|
ON | OFF 32 ON | OFF 6K
g oN | oN 64 oN | oN 6K
T
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(2) Checking the network module LEDs
After switching on the power, check the data link status with the LEDS
on the front faces of the control and normal stations.
The control/normal station indications when the data link is normal are
shown below.
(a) Control station indications

AJ71 QLP2 ————— /[Indicates that power is being supplied.
[Indicatlcles that the module is running RUN ‘ . POWER
normally. . .
PC@® @MNGC 4__——[Indlcates that the station Is a control station.

[Indicates that the network is a PC-to-PC J//REJOTEO OS.MNG

network. DUALO . D.LINK <«— Indicates that cyclic transmission is being J

executed.
SW.E.QO @T.PASS \

M/S.EO O
PRM.EO @CPUR /W ‘{ Indicates that transient transmission is possible.
CRCO OCRC \

OVERQ (QOVER

Indicates that communication with QnACPU is
in progress.

E E
=2 AB.IFO OAB.F R
R TMEQ OTIME R
s} DATAO ODATA [
M UNDERO OUNDER [

Indicate the SD (send) and RD (receive) LoorO OLoopP Indicate the SD (send) and RD (receive) status
status of the forward loop. _ sp@ @SD of the reverse loop.

However, the indications differ according However, the indications differ according to the
to the cable status. RD@® @ORD cable status.

(b) Normal station indications

AJ71QLP21 —_— /{ Indicates that power is being supplied.

Indicates that the module is running ‘ L » RUN POWER
[norma‘lly. L Indicates that the station is a normal station J

PC@® OMNG <+ (unilit).

Indicates that the network is a PC-to-PC }//R’EP:OTEO OS.MNG

[network. DUALO @D.LINK = Indicates that cyclic transmission is being J

executed.

SW.E O @TPASS
M/SEO O ™~
PRM.E.O .CPUR/W \[Indicates that transient transmission is possible.

cRcQO QOCRC
OVERQ (QOVER \Eﬂ%i?:;: stg_at communication with QnACPU is J
AB.IFO OAB.F

E E
R R
4 TIMEQ OTME [
0 0
R R

DATAQ (ODATA
UNDERQ QUNDER
LooPQ OLOOP

indicate the SD (send) and RD (receive) Indicate the SD (send) and RD (receive) status

status of the forward loop. L » SD@ OSD «— of the reverse loop.
However, the indications differ according T —— — However, the indications differ according to the
to the cable status. RD@ @RD cable status.
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(3) Checking cyclic transmission
Check that information is being transferred to other statlons in a data
link using B/W devices.

MELSEC-QnA

(a) Cyclic transmission using link relays (B)

Write the programs shown below to each QnACPU in order to

perform the check.

For example if X20 of 1Mp1 is turned ON, the BO contacts of 1Ns2 to
1Ns4 turn ON and output signal Y31 turns ON.
Confirm in the same way that when a link relay (B) at each individual
station is turned ON, the contacts of link relays (B) at other

stations turn ON.

e

X20
L q(w
v >
B200
v >

B300

— ———< 34 >

1MP1

BO to FF #

=\

X20

<o >
o )

B200
H———< w3 >

B300

H—— w4 >

1Ns2 | B100 to

INs4

B300 to 3FF »

X20

oo
()
< v >

B200

< v3 >

\.

J/

INS3 | B200 to

1FF *

2FF *

X20

e >
o >

B100
< o2 >

B300

H—— e >

.

J

* Indicates the device range for which transmission is possible.
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(b) Cyclic transmission with link registers (W)
Write the programs shown below to each QnACPU in order to
perform the check. ‘
For example if X21 of 1Mp1 is turned ON, "1" is stored in DO of 1Ns2
to 1Ns4.
Confirm in the same way that the contents of the link registers (W) of
other stations are stored at each individual station.

e 2 e A
x21 x21
—l—{ mov k1 wo | — —{ vov k2 wioo}
SM400 SM400
MOV W100 DO :]- MOV WO DO :|-
MOV W200 D1 :]- MOV w200 D1}
MOV W300 D2 :|- MOV W300 D2 ]—
. ) . J/
1MP1 | WO to FF * INs2 |W100 to 1FF #
INs4 |W300 to 3FF + INS3 | W200 to 2FF *
{ N { ™
X21 X21
— —{ mov k¢ waoo|j — — Mov k3 w200}
SM400 SM400
MOV WO DO :]— MOV WO DO :|-
MOV W100 D1 :|— MOV W100 D1 :|—
MOV W200 D2 :|- MOV W300 D2 :|-
. S o . J

* Indicates the device range for which transmission is possible.
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5.1.2 Communications by setting common parameters

The transmission range of each station can be set as required in accord-
ance with the system. More detailed settings are possible than with the

default parameters.

The common parameters are set at the control station (1Mp1). 1t is not

[ oheral devi

(1) Network module setting

S

The following settings are made at the network module.

A"J_QLPZ_L_E No. Item 1Mp1 | 1Ns2 | 1Ns3 | 1Ns4
[ e
= i ] X100 | © 0 0 0
3 % %r 1) | NETWORK No. X10 o o o o
I - I X1 1 1 1 1
B 2) | GROUP No. 0 0 0 0
..:,. 3) | STATION No. ;‘(:0 ‘1’ Z g 2
4) | MoDE 0 0 0 0
swW OFF ON
) 1 PC REMOTE OFF | OFF | OFF
2 | NST/D.S.M | MING/P.SM |68 ] OFF | OFF | OFF
5 |8 PRM D.PRM off | oFfF | ofFfF | ofFF
| 4 | STATION SIZE OFF | OFF | OFF | OFF
5 (8, 18, 32, 64) OFF | OFF | OFF | OFF
| 6 | LB/LW SIZE off | oFf | ofFfF | oFfF
7 (2, 4, 6, 8K) OFF | oFf | oFF | oFF
8 — ofF | oFf | oFfF | ofFF
£ Fret)
g
anf]
—I
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(2) Common parameter settings

1) Start up the GPPQ GPP function software package and display the
menu.

2) Select "3/Parameter"

3) Select "7. MELSECNET II, /10 Setting"

4) Select "No(N)"

Clears parameters and reads Installation status.
All r»ight?

No<N>

5) Number of modules setting

[# of Units Settingl Label :
Set the number of network
1. MELSECNETCII. /18> Unit{(s>|S] modules installed here.
1. Unit 1< | >
2. Unit 2< > Set the types of network
3. Unit 3< > modules here.
4. Unit 4< >

2. Ualid Unit at Accessing Other St [1]
Execute(¥)> Cancel{N>

Space:8Select Esc:Close

[Setting the number of modules] }
[ e |
Move the cursor Number of Move the cursor to
to the setting field modules  the model name
setting field
[Setting the model name
for the first module]

Open the model  Control Confirm
name setting station selection

screen

[Unit Type Setting <1 >l
(»*> MELSECNET /18 (Default?

2_¢ > MELSECNET. 18 {Control Station)
3.< » MELSECHET 18 {Normal Station>
4_< >» MELSECHNET /18 {Remote Masterd
5.¢ > MELSECHNET {Master Station)
6.¢ » MELSECNETII Cmp{Master Station>
7.¢ > MELSECHNETII {Master Station>
8.<¢ > HMELSECHET {Local Station>»
2.¢ > MELSECNETII Cmp<Local Station>
A.<¢ > MELSECHETII CLocal Station>
B.< > MELSECHET-/18

Wait/Duplex/Parallel)
ExecutecY) Cancel<N>

Space:8elect Esc:Closze
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[Valid module for other station access]

2. Locate the cursor at the valid
dule for other stati

[# of Units Settingl Label =

1. MELSECNETICII_. /18> Unit(s>I[11]
. Unit 1<{HELSECNET. 18 (Controll>>
2. Unit 2<
3. Unit 3<
4, Unit 4<
2. Valid Unit at Accessing Other St [11

VNV W

Execute{¥> Cance 1{N>

] Space:Select Esc:Close

(Execute)
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Set the head 1/O number
of the network module

Set the network number
set with the switch here.

MELSEC-QnA

Set the number of stations
(control station + normal
stations) here.

6) Network settings
Unit #1 Unit #2 Unit #3 Unit 84
NET/10
Control
ist I/0 & ]
Network # 4 1
—*|# of Station(Slave) [ ]
/ Network Refresh Parm None
Common Parameter « None
Specific Parameter @ None
1,0 fillocation
IR Parm For Datalink
Routing Parameter @ None

o:Must Be Set O:If Necessary J.8:Setting Dane »For 1 Reference

Z

Head /O No. " Network No. Total number of
link stations
Unit #1 Unit #2 Unit #3 Unit #4
NEI/10
Control
ist 1,0 & [ o]
Network # [ 11
£ of Station(Slave) I ENh
Network Refresh Parm None
GCommon Parameter = None
Specific Parameter None
1/0 Qllocation
1% Paerm For DataLink
Routing Parameter © None
o:Must Be Set ©:1f Necessary I.8:Setting Done »*For Only Reference
Space:Select Esc:Close

Locate the cursor at
common parameters.

5-10
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MELSEC-QnA

7) Common parameters

[Cmm Parm <(MELSECNET 18 Control)(Bl Set)] H l
fuxiliary Setting etwork (8 1)
NET/1@8 Control ist 1,0 # a
Link WDT 2808 ns Network ¥ 1 # of Sta 4
IX Range of Sta|IX Range of Sta
Station ]| First Last Pirst Last
1 | [(ENI-L 1 L I-t ]
2L 1-L ] L I-L ]
3 |C I-L ] L o h]
4 |C I-L h] L -t b |
9 I-L 1 [ -t 1
L I-L b] [ 1-C 1
9 1-C 1 L I-C 1
4 1-I 1 [ 1-C 1

glipzPreu PgDn:Next

] =] [EE ] L] ] ElE e

First B Final B First W Final W

Make settings for stations 2 through 4 in the same way so that the
screen appears as shown below.

[Cmm Parm  (MELSECNET/18 Control)(BU Set)}

uxiliary Setting——— Network (B 1)
NET/1@ Control ist I/0 8 L]
Link WDT 20008 {Network % 1 # of Sta 4

bt Range of Sta|IX l!anae of Sta

Station First Last First Last
1 {IL 8l-L FF L 081-L
2 |I 1981-L 1FF] [ 1881~ 1FF1]
3 ]I 208)-[ 2FF1 { 288]1-[ 2FF]
4 |L 308]-L 3FF1] L 3801-L[IELE]
[ ] L 1-L
L L ]
L ] L
[

:Prev PgDn:Next F3:BU-DRY1->X¥2-> Esc:Close
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8) Select "Yes(Y)".

Do you want to register the parameter?

No (N>

9) Network settings

. Registering the common
parameters.

Confirm that "@® Set" is set for common parameters.
No settings are made at the items marked A .

Unit 81 Unit #2 Unit #3 Unit #4
NET/18
Control
ist I/0 B [ 8]
Network 3 L 11
# of Station(Slave> [ 4]
Network Refresh Parm |G None
Common Parameter O Set
Specific Parameter None

170 Allocation

IX Parm For Datalink
Routing Parameter @ None

o-Must Be Set B:If Necessar

10) Select "Yes(Y)".

B.8:Setting Done »For lhl Reference
Space:Select Esc:Close

Do you want to register the parameter?

No (N>

5-12

Registering the network
settings.
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MELSEC-QnA

11) Write the parameters to the QnACPU (set the QnACPU to STOP).

Alt

Menu

|

1/File "J4;

H
g/ﬁrxte...
3/Co|

Rpare...
ew. .

4/N .
5/File List...

6/Connection Sutting..;
?/Remote Operation...

BAlrite Option...

|

3/Find 4/Disp bS-/kdit 6/Monitor Y 'indou 8/0ption Rit:Menu

Select PC

F12:Help
F11 :Mode

[2]write)
|

| Space l BpaceJ—-E IEI

E Elr—-l Enter I——-I EnterJ

Locate cursor at file name setting field

[Urite to PC1

1. File
-[x1
2.[%1

3.C I Device Comment
L 1 Dev Init Value
I 1 Simulation Data
L 1 File Register
L1

Parameter
Seq/SFC Prog

2. Device Men Internal

[Executed?)

File name

Interface RS§232C {—> ]

Target PC Network : @ S€ation

Target Mem Internal RAM Title
i. Fi Name [NET10 1 Title

Locate cursor at No comment

comment setting field

File name must be set |

ad bed

%) Yhole Range

> Step Range
Step Range
> Block Range

(ST

Whole Range

> Specifivh ZRL

Yhole nge

Specify Detail Range

Cance1{N>

1-L 1

ace:Select Esc:Close

|

(Execute)

Writing is completed when the message "Completion” is displayed.

5-13
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MELSEC-QnA

(3) Checking the network module LEDs
After setting the QnACPU to RUN, check the data link status with the
LEDS on the front faces of the control and normal stations.
The control/normal station indications when the data link is normal are
shown below.
(a) Control station indications

Indicates that the module is running
normally. )

}_

Indicates that the network is a PC-to-PC
network.

s

Indicate the SD (send) and RD (receive)
status of the forward loop.

However, the indications differ according
to the cable status.

Au71aLp21
L~ RUN®
PCO
/RE;OTEO
DUALO
SWEO
M/SEO
PRMEO
CRCO
OVERO
ABIFO
TIMEO
DATAO
UNDERO
LOOPO
D@

T RD@

T O ™ T m

@ FOWER
OMNG <«
OS.MNG
@D.LUNK <~
@T.PASS
O
@CPUR/W
OCRC
OOVER
OAB.F
OTME
ODATA
OUNDER
OLoop
@®so

or < |

N

/{ Indicates that power is being supplied.

———{Indicates that the station is a control station.

‘[

\[ Indicates that transient transmission is possible.

executed.

Indicates that communication with QnACPU is

Indicates that cyclic transmission is being ]
in progress. ]

Indicate the SD (send) and RD (receive) status
of the reverse loop.

However, the indications differ according to the
cable status.

(b) Normal station indications

Indicates that the module is running
normally.

J;

Indicates that the network is a PC-to-PC
network.

s

Indicate the SD (send) and RD (receive)
status of the forward loop.

However, the indications differ according
to the cable status.

Au71aLpz1
e RUN‘
PC@
/REI:OTEO
DUALO
SW.E.O
M/SEO
PRME.O
CRCO
OVERO
ABIFO
TMEO
DATAO
UNDERO
LoorQ
D@

T o

@ POWER
OMNG <]
OS.MNG

@D.UNK <«

@ T.PASS
O ™

@ CPUR/W
OCRC
QOVER
QABSF

O TIME
ODATA

(O UNDER
OLooP

Osb
®RD ]

H

N

/[lndlcates that power is being supplied.

Indlc?tes that the station is a normal station
{unlit

Indicates that cyclic transmission Is being
executed.

)
]
L )

\{ Indicates that transient transmission is possible]

J

Indicates that communication with QnACPU is
in progress.

Indicate the SD (send) and RD (receive) status
of the reverse loop.

However, the indications differ according to the
cable status.

5-14
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CS

(4) Checking cyclic transmission

Check that information is being transferred to other stations in a data
link using B/W devices.
(a) Cyclic transmission using link relays (B)

Write the programs shown below to each QnACPU in order to

p

erform the check.

For example if X20 of 1Mp1 is turned ON, the B0 contacts of 1Ns2 to
1Ns4 turn ON and output signal Y31 turns ON.
Confirm in the same way that when a link relay (B) at each individual
station is turned ON, the contacts of link relays (B) at other

stations turn ON.

.

X20
4 o )
B100
HP——< v >
B200
H < s >

B300

H——— e >

1MP1 | BO to FF *

X20

o
SR

B200
H——— v

B300

H < w4 >

.

1Ns2

]

B100 to

1Ns4

X20

K iSSP
-SRI

B100
H——< w2 >

B200

< v >

—/

B300 to 3FF =

INs3 | B200 to

1FF

2FF #

~
X20

oo >
(o )

B100
H < w2

B300

HE——— e

N

J/

* Indicates the device range for which transmission is possible.

5-15
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(b) Cyclic transmission with link registers (W)
Write the programs shown below to each QnACPU in order to
perform the check.
For example if X21 of 1Mp1 is turned ON, "1" is stored in DO of 1Ns2

to 1Ns4.

Confirm in the same way that the contents of the link registers (W) of
other stations are stored at each individual station.

MOV WO DO :I-
MOV W200 D1 }

MOV W300 D2 ]—

w1o€|—

1Ns2

W100 to 1FF #

INs3

W200 to 2FF *

- 2 ~
x21 x21
——{vovki  wo } — —{ wov k2
SM400 SM400
MOV W100 DO :|-
Mov w200 D1 |
MOV W300 D2 :|-
k Y, g
1MP1 | WO to FF «
INs4 |W300 to 3FF #
' N\ .h
-1 x21 X21
— —{ mov k4 wsoo}
SM400 SM400
MOV WO DO ]-
MOV W100 D1 :]-
MOV W200 D2 :|-
. . Y

H —{ mov ks wzo0|j

MOV WO DO ]—
MOV W100 D1 :|-

MOV W300 D2 :|-

S/

* Indicates the device range for which transmission is possible.
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52 Remote I/O Networks
The switch and parameter settings and communications with I/O modules

and special function modules for a remote I/O network are explained here
by reference to the system configurations shown below.

[Example system configuration for communications with I/O modules]

Remote master station (1MR)

Power | QnACPU | AJ71 AX40 | AY40

Supply QLP21 Remote I/0 station (1R1)

X/Y0 X20 Y30

§ § 5
X/YIF | X2F | Y3F
Power | AJ72 AX40 | Av40
X0 | vio
§ §
XF | Y1F
|NJ our

\ Network No.1

[Example system configuration for communications with special function
modules]

Remote master station (1MR)

Power [ QnACPU [ AJ71 AX40 | AY40

|
SuPPlY QLP21 Remote I/O station (1R1)

X/Y0 X20 Y30

$
X/Y1F | XoF Y3F

Powelr AJ72 A62DA
IN outT SUPPYY awpas

X/Y0
$
X/Y1F

Iu out

k Network No.1

5-17
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(1) The settings to be made at peripheral devices and network modules
are indicated in Table 5.3.

Table 5.3 Settings Made with Peripheral Devices and
Network Modules

. Remote Master Remote 1/0
Setting ltem Station Station
Number of modules / Network setting [ ]
Common parameters [ ]
Settings with Network refresh parameters YaN
peripheral N —
devices Station-specific parameters X
I/0 ailocations VAN
Transfer parameters for data link X
Routing parameters X
Network number [ J
Group number X
Station number @ (0)
Remote Mode @ (0)
Settings mas.ter
with g station Network type ON
network (]
networt Condition Station type OFF
settings Used parameters OFF
Number of stations OFF
Total B/W points OFF
Remote Station number [ ]
Vo Mode — ®(0)
station
Connected peripheral device . OFF

® : Must always be set A : Set if necessary X: Setting not necessary

(2) The operating procedure with a remote I/O network is given below.

Connect network modules of each station with fiber-optic
cables or coaxial cables.

I Set the switches on the front faces of the network modules. ] ...... See Sections 5.2.1(1) and 5.2.2(2)

I Turn ON the power to all stations. ]

| Set parameters at a peripheral device. ] ...... See Sections 5.2.1 (2), (3), and Sections
1 5.2.2 (2), (3)

[ Set the PC CPU to RUN. |

l

I Check the network module LEDs. I ...... See Sections 5.2.1(4) and 5.2.2(4)
I Check cyclic transmission. I ...... See Sections 5.2.1(5) and 5.2.2(5)
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5.2.1

Remote master
station

Communication with /0 modules

The explanation given here is for the type of communication indicated

below.

1) When X20 of the AX40 (input module) at a remote master station turns
ON, Y10 of the AY40 (output module) at a remote I/O station turns ON.

2) When X10 of the AX40 (input module) at a remote station turns ON, Y30
of the AY40 (output module) at the remote master station turns ON.

Remots /O
station

QrACPU AJ71QLP21 AX40 AY40
X Y X ¥
%1 Actuar ® 1 pctual
ctual clual
110 1o X Y
20 e 30 b
21 31
1000 1000
§ §
100F 100F
10810 10810—— 5 3
101F 101F 2F 3F
1FFF 1FFF
;1)
\
\\
AJ72QLP25 AX40 AY40 \
‘\
X Y \
0 X Y 1
§ ([ 0 | 10 }— )
F ]
10] 1 11 !
§ [}
i S !
!
!
!
‘ !
!
!
E 1€ J
F 1F / /
7FF - - / !
/ /
/ 7
Il /I
¥ /
! /
2) ,/ Vi
||§ >" 4
~~ ™ -

S~
~
~——— ——
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(1) Network module settings
The following settings are made at the network modules.

(a) Settings at remote master station

—

A7QP21 == No. item Setting
N PCOER
v Ho xto0 | o
we 1w
" % o 1) | NETWORK No. X10 )
2 2 [ X1 1
N
= U 2) | GROUP No. o
L] o
= 3) | STATION No. X10 °
""""'o‘o v X1 0
— 4) | MODE 0
_._1)
[m SW OFF ON
* 1 PC REMOTE
wor | (@ 2) 2 [N.ST/D.s.M|MNG/P.S. M| OFF
sooen . 5 |3 PRM D. PRM OFF
[,, ® 4 STATION SIZE OFF
5 (8, 16, 32, 64) OFF
:W 4) 6 LB/ILW SIZE OFF
o 7 (2, 4, 6, 8K) OFF
5) 8 OFF
0 lrmad
0
an[]]
L™
(b) Settings at remote 1/O station
Amq'm_' — No. Item Setting
 POWER
ousec 1) | STATION No. X10 0
X1 0
2) | MODE 0
SW OFF ON
1 QnA A OFF
3){ 2 OFF
3 OFF
4 OFF
5 OFF
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(2) Common parameters
Set which remote master station addresses are to be used for control-
ling the remote 1/O stations.

=

100F /7

Remoto master station _Remote 110 station _
: s n
{ |Actual 10 b — S%
3F E FY

i \\ 10

1000 7 E N

e e i e o ——————— = = ]

[ e e e e e o ———— - —

(3) Parameter settings

1) Start up the GPPQ GPP function software package and display the
menu.

2) Select "3/Parameters.” .
3) Select "7. MELSECNET Il, /10 Setting."
4) Select "No(N)."

Clears parameters and reads Installation status.
A1l »ight?

Yes<Y)
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5) Number of modules setting

[# of Units Settingl Label : Set the number of
network modules

H . MELSECNEILCII, /18> UnitCs (8] installed here.

1. Unit 1< >

37 bnic 3¢ 3 —— Set the types of

4. Unit « > network modules
2. Ualid Unit at Accessing Other St [11 here.

[Execute (YY) Cancel(N>

Space:Select Esc:iClose

[Setting the number of modules]

[space {1 —{Emer |

Move the Number Move the cursor to
cursor to the of the model name set-
setting field. modules  ting field.

[Setting the model name for the first module]

Open the Remote Confirm
model name master selection
setting screen.

[Unit Type Setting <1 >1
2.¢ > MELSECNEI/18 (Contr»ol Station)
3.< > MELSECNEI/19 (Normal Station)>
4.¢ > MELSECNET/18 (Remote Master?>
5.¢ > MELSECNET (Master Station)
6.¢ > MELSECNETII Cmp{Master Station>
7.¢C > MELSECNETII (Master Station>
8.C > MELSECNET (Local Station)
9.¢ > MELSECNETII Cmp{Local Station)
A.< > MELSECNETII1 (Local Station)
B.< > MELSECNEI/18
(Wait/Duplex/Parallel)>
[Execute(¥?) Cancel(N>
Space:Select Esec:Clese
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Set the head I/0 number of
the network module here.

Set the network number
set with the switch here.

[Valid module for other station access]

Locate the cursor at the vatid
dule for other stati

[# of Units Settingl

1. MELSECNEICII. /18> Unit<s>I1]

1. Unit 1<{MELSECNEI~ /18 (Remote >>

2. Unit 2<€ >

3. Unit 3< >

4. Unit 4< >

2. Valid Unit at Accessing Other SteR]
Cancel{N>

Space:Select Esc:Close

Labhel :

[Execute (¥)

(Execute)

6) Network settings

MELSEC-QnA

[Network Setting]l Lahel =
) Unit #1 Unit #2 Unit #3 Unit 84

ist [0 &

Set the number of

remote I/O stations here.

Ne
[ |# of Station<Slave> L 1
/_ Network Refresh Parm |& None
Common Parameter « None

twork # 4 1

Specific Parameter

1,0 Allocation & None
TX Parm For DataLink -
Routing Parameter None

«:Must Be Set @:1f Necessar

gy Done *For 01 Reference

ace:Select Esc:Close

# of Station(8lave)

[ E1

Head I/O No. Network No. Total number
of link stations
[Network Settingl Lahel :
Unit %1 Unit #2 Unit #3 Unit #4
NET/18
Remote
ist 1,0 8 L a1 ———————
Network # [ 11 -

Network Refresh Parm None

Common Parameter = None
Specific Parameter

170 Allocation None
IX Parm Por DataLink ——
Routing Parameter None

o:Must Be Set B:If Necessar

Locate the

cursor at common

parameters.

B.8:Setting Done #For Only Reference
Space:Select

Esc:Close




5. MELSECNET/10 BASICS

7) Common parameters

(Switch setting)

. MELSEC-QnA

[Cmm Parm (MELSECNET- 1@Remote) CRY Setd] Labhel :
fAluxiliary Setting etwork (# 1)
NET/1i8 Remote ist I/0 %
Link WDT 2008 ms Network # 1 Slave PC Sta 1
M Station-)>R Station M Station{-R Station
Station Pirst Last First Last First Last First Last
1 [N 1-C 1 L - L 1-I 1 L 1-
[ 1-C ] L 1- L 1-I 1 L 1-
L 1-t ] L 1- L 1-I 1 [ I-
L 1-IL ] L 1- L 1-L 1 [ ¥-
L 1-L 1 L 1- 1 1-I 1 [ 1-
L I-L 1 L 1- L 1-I 1 [ 1-
L -t 3 L I- L -1 1 [ 1-
8 1-£ 1 [ 1- L I1-IL 1 L 1-

[ ] [ [e] (=1 [ I B =] B[] [5]

Head Y of M station

Final address of M station Head Y of R

station

AP ME =3 0REE & 6 el

Head Y of M station Final address of M station Head Y of R
l station
{Cmm Parm <(MELSECNET/1BRemote> (%Y Setdl] Label =
Auxiliary Setting: etwork (# 1>
NET/18 Remote ist 1,0 & a
Link UDT 2888 ns Network # 1 Slave PC Sta 1
M Station—->R Station : Station{-R Station
Station | First Last First Last First Last Pirst Last
1 [1618]1-[1A1F] [ 108)- 1P [1060]1-[188F ] [ F
[ 1-L ] L 1- [ 1-L ] L I-
L 1-L 1 [ 1- L 1-L 1 [ 1-
[ I-L 1 [ 1- [ I-C 1 L -
[ I-I 1 L i [ 1-L 1 [ 1-
L 1-L 3 [ 1- L 1-L 3 L 1-
f 1-L 1 L 1- [ 1-I b | L I-
[ 1-L ] L 1- { 1-I 1 8 3-

F3:BU->X¥-> Esc:Close
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8) Select "Yes(Y)".

Do you want to register the parameter? |.... Registering the common
No<N> parameters.

9) Network settings
Confirm that "® Set" is set for common parameters.

[Network Setting] Label :
Unit #1 Unit #2 Unit #3 Unit #4
NET/18
Remote
ist 1/0 & [ al -_—
Network # [ 11 _—
# of Station(Slave) [ 11 ————
Network Refresh Parm None
Common Parameter B Set
Specific Parameter
1/0 Allocation @ None
TX Parm For DataLink —————
Routing Parameter None
o:Must Be Set @:1f Necessar A-H ing Done *For Only Reference
S

10) Network refresh parameter setting

[Network Refresh Parameter] - Label =
—i& 1
NET/18 Remote | # of TX
ist I0 B a Device Link 8ide CPU Side
Network & i First Last |Pirst Device Last Device
B IX [ 1 BI B1-BL1FFFI<> BL al -BL1FFF]
¥ TR [81921] vI BI-WI1FFFI<> WL al -WI1FFF]
X IR [ 81 XL 1-XL K> R 1 b 16 1
Y IR L 81 ¥YI 1-¥L K> YL 1 =YL ]
Esc:Clese

l ;

Make the settings so that the screen appears as shown below.

[Network Refresh Parameter] Label :
— 1
NETI/18 Remote # of TX
ist I,0 & a Device Link Side CPU Side
Network # 1 Pirst Last |First Dewvice Last Device
B IX [81921 BL B]-BI1FFFIK)> BL al -BI[1FFF1
W I 81921 48 B1-WI1FFFIK> WL a1 -WI1FFF1
X IR [8192] R B1-X[1FFFI{> X[ a1 ~X[1FFF1]
¥ 12 (81921 ¥I B1-YI[1FFFIK> Y[ @8] -¥ [J§i]
Esc:Close
11) Select "Yes(Y)".
Do vyou want to register the parameter? .... Registering network

refresh parameters

No (N>

l

Confirm that "ASet" is set for refresh parameters in the network
settings.

12) Select "Yes(Y)."

Do you want to register the parameter? ... Registering network settings
No (N> '
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13) Write the parameters to the QnACPU (set the QnACPU to STOP).
Alt 2]

Menu Select PC

5/Edit 6/Monitor 7?/Uindow 8,0ption Alt:Menu F1Z2:Help

Fi1 :Mode

[1

2/Mrite...
3/Compare...
4/New...
S5/File List...

6/Connection Setting...
7/Remote Operation...

8/Write Option...

|

[2] (write)

(s [ssase—{] (€] (7] (] [6}—{ oo }—{ r]

Locate cursor at file File name Locate cursor at No comment
name setting field comment setting
I field
File name must be set |

[lrite te PC]
Interface R8232C <==—> / QnAGPU
Target PC Netuork : Station : FF PC Type : Q3A
Target Mem Internal RAM Title [ 1
1. File 1. File Name [NET18 I Title I 1
Z8ETT 1.[%] Parameter
2.[%] Seq/SFC Prog 1.{(») YUhole Range L IK Step
2. > Step Range [ 4 1- ]
3.L ] Device Comment 3.¢ > Step Range PIL 1-1 3
4.L 1 Dev Init Value 4.<¢ > Block Range L 1-1 1
5.[ ] Simulation Data
6.0 1 File Register 1.¢(*) Yhole Range
2.¢ > Specify ZRL 1-L ]
2. Device Mem 1.[L 1 Internal 1.¢(»*) Whole Range
-.C > Specify Detail Range
[Execute(¥) Cancel{N>
Ctrl+L:List Ctr1+D:Dir Bpace:Select Esc:

(Execute)

Writing is completed when the message
"Completion” is displayed.



5. MELSECNET/10 BASICS

MELSEC-QnA

(4) Checking the network module LEDs

Indicates that the module is
running normally.

Indicates that the network is a
remote 1/O network.

Indicate the SD (send) and RD
(receive) status of the

forward loop.

However, the indications differ
according to the cable status.

Indicates that the module is
running normally.

]
J

After setting the QnACPU to RUN,

check the data link status with the

LEDS on the front faces of the remote master station and remote 1/0

station network modules.
The remote master station/remote

/O station indications when the

data link is normal are shown below.

(a) Remote master station indications

(b) Remote 1/O station indications

Au72aLP25

» RUN@

Indicate the SD (send) and RD
(receive) status of the forward
loop.

However, the indications differ
according to the cable status.

|

ERRORO
0]
DUALO
SW.E.O
STEO
PRM.E.O
CRCO
OVERQ
ABIFO
TMEQ
DATAQ
UNDERO
LooPQ

@)
O

@T.PASS
@)
OWAIT
OCRC
OOVER
O#BIF
OTIME
QODATA
OUNDER
OLoop

\

J

» SD@
RD@
F.LOOP

Osp
@FRD ]

\Fndicates that transient transmission is

/[lndicates that power is being supplied. ]
AusriaLp2r
l—————» RUN@ @ POWER _— Indicates that the station is a remote ]
PCO @MNG -« Lmaster station. )
|_» REMOTE@ (QOS.MNG r \
o Indicates that cyclic transmission is being
DUALO @D.LINK = exaouted.
SW.EO @T.PASS - —
WSEO O I~ 1
o Indicates that transient transmission is
PRM.EQ @CPUR/W possible.
CRCO OCRC ) ~
3 OovERO OOVER I3 \ Indicates that communication with
A ABIFO OMBF [ ‘QnACPU is in progress. )
B TMEQ OTIME  [I§
o DATAQ QODATA X
4 UNDERO OUNDER [
oP
LooPO OLooP Indicate the SD (send) and RD (receive)
SD@ @SD<«——7] status of the reverse loop.
However, the indications differ according
RD® @RD to the cable status.

@ POWER *——ﬁdicates that power is being supplied.J

@D.LUNK < | Indicates that cyclic transmission is ]

being executed.

possible.

|

Iindicate the SD (send) and RD (receive)
status of the reverse loop.

However, the indications differ accord-
ing to the cable status.




5. MELSECNET/10 BASICS

(5) Checking cyclic transmission
Write the following program to the remote master station and check if
communication with the remote 1/0 station is possible.

X1000

p————— < Y30 When X0 of the AX40 at the remote 1/O station turns ON,
Y30 of the AY40 at the remote master station turns ON.

X20

f————< 101031 When X20 of the AX40 at the remote master station turns
ON, Y10 of the AY40 at the remote 1/O station turns ON.
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5.2.2 Communication with special function modules

The explanation given here is for the type of communication indicated
below.

When X20 of the AX40 (input module) at a remote master station turns ON,
a digital value is written to buffer memory addresses 0 to 1 of the A62DA
(special function module) at a remote I/O station, and voltage is output.

QnACPU AJ71QLP21
station 0 V 0 7
§ / S/
XZIO—[ JPZNTO ].l — T r /% F %
TN N
13 t\\ 1F &
1FFF 1FFF
X Y X Y
0 0
Actual Actual
1/0 1/0
X1001
’*{‘ o
1000 ///Q 10101__»1000 7\\ 010
/—"131r é§ 101F 101F é§ 1os1F
———<Y1o1a>-‘
1FFF 1FFF
QnACPU AB2DA

CH1
Remote |/O ’ B/W Buffer memory
P 1

7 CH1 digital value

L1 CH2 digital value |~
§ \
1F }\\

1FFF

CH2

3|

7N\

N

1F F [

7/%-(
-

1F 1F

TFF
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(1) Network module settings
The following settings are made at network modules.
The settings are the same as those made for communication with I/O
modules.
(a) Settings at remote master station

ANJELPZ_L_E No. Item Setting
temg b5
Eﬁ e X100 0
& K e 1) | NETWORK No. X10 0
ARF ARSF
I = I X1 1
v L 2) { GROUP No. 0
—— 3) | STATION No X10 0
""'-'-‘i ) X1 0
o 1) 4) | MODE 0
[ swW OFF ON
n
1 PC REMOTE
or 2) 2 | N.ST/D.S.M | MING/P.S.M | OFF
— 5 |3 PRM D.PRM OFF
[ }—3) 4 STATION SIZE OFF
" 5 (8, 16, 32, 64) . OFF
12 @ 4) 6 LB/LW SIZE OFF
7 (2, 4, 6, 8K) OFF
T
e S 8 _ OFF
28 15
Q (Froek)
‘d
onlf]
| S—
(b) Settings at remote I/O stations
No. Item Setting
1) | STATION No. X10 0
X1 1
2) | MoDE 0
SW OFF ON
1 QnA A OFF
3| 2 ' OFF
3 - OFF
4 OFF
5 OFF
(X ]
b ]
=0
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(2)

Common parameters
In buffer memory reading/writing using the ZNFR/ZNTO instructions,
set which B/W addresses (for handshake and data storage use) are to
be used, and which addresses are to be used to control I/O signals.

Remote master station

MELSEC-QnA

Remote I/O station

P < v ; TV b
l 0 I MoR % \ °o
' Actual 1/0 ' § § !
: ;F - : ﬁ'F /é\x 1F :
| L | i |
| i | I
17 N\ i T :
E 1Ds1F %&\\ 108”_ : } 7FF :
| i | |
1 ] 1 I
| l | :
E 1FFF E i i
| : i i : i
' o 7 ! ' (V77 ° !
| N 77777, l ! v/ e l
: 2 I M-oR 4 2 |
! :’//// > : ; — V0 i y !
| g i | aF l
1 F ' ] I
i NN l l —g i
EENEINNY | : N !
! AN I MecR , R 12 |
l LA\ o : : 4\\\\\:ir !
i § | i e |
i 1F ) | 1 L 1F I
1 | 1 ]
' 5 I l
| | | i
X 1FFF | \ 1FFF \
i " | 3 " i
! o) ! \ (72224 © !
' N 2222/ 0 v | Wz 0 | sy \
: 2 7////////// ! M =R "\ 2 '
| sz o T W7 3y i
: 4 ZNTO instruction : : ZNTO instruction 4 ) :
1 9| (Feraceessingthe | | | |foraccsangthe | ¢ oY
: T NN | A NNNNNNNNEE :
RN (N
i 5 YN, =" E**\\\\\\\\\\li{ |
I 6| ¢ |Emmatcten || | V| [Bremmetien | 4 |6y |
: F buffer memory ) : : L buffer memory 1IF :
; : l i
| | | i
i 1FFF E E 1FFF i
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(1) to (4), (1)’ to (4)'.... Required for each special function module for
handshake use.

M->R MR
8! w B w
4 points/module | 4 points/module | 4 points/module | 4 points/module

*1: Note that B devices are set in 16-point units.

(5), (6), (), (B).......... Required for data storage use.
The W devices can be set in 1 point units; set the
number of points that matches the size of the special
function module’s buffer memory.

POINTI

Even of only one B or W point is set, it is checked whether there is a
sufficient number of points for handshake processing use for the
special function module that is installed.

If the number of points is found to be insufficient, a "PRM.E" error
occurs.

If no points at all are set this check is not performed.
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(3) Parameter settings

1) Start up the GPPQ GPP function software package and display the
menu.

2) Select "3/Paramete"

3) Select "7. MELSECNET II, /10 Setting"

4) Select "No(N)"

Clears parameters and reads Installation status.

All »ight?
Yes<Y)
5) Number of modules setting _ Set the number of
network modules
L MELSECNETCEE. ~168) Unit (sl
2. Unic 5¢ ;] Set the types of
3. Unit K ;J network modules here.

4. Unit «
2. Valid Unit at Accessing Other St [11]
Cance 1{N>
Space:Select Esc:Close

[Setting the number of modules]

[Space |—{7]

Move the cursor Number of Move the cursor
to the setting field modules to the model
name setting field

[Setting the model name

for the first module]

Open the Remote  Confirm selection
model name master

setting screen/

[Unit Type Setting <1 »1]
[1.¢(*> MELSECNET-18 (Default)
2.<¢ > MELSECNET/18 Control Station)
3.¢ > MELSECNET/ /1@ (Normal Station)
4.¢ > MELSECNET/18 (Remote Master)
5.¢ > MELSECNET (Master Station)
6.¢ > MELSECNETII Cmp{Master Station)
7.<¢ > MELSECNETII (Master Station)
8.C > MELSECNET (Local Station)
9.<¢ > MELSECNETII Cmp{(Local Station)
A.{ > MELSECNETII (Local Station>
B.<( > MELSECNET/ /18
{Hait/Duplex/Parallel)
Cancel(N>
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[Valid module for other station access]

2. Locate the cursor at the valid
module for other station access

[## of Units Setting]l Lahel =

1. MELSECNEI(II.,/ 18> Unit<{s>[1]
1. Unit 1<{MELSECNET/18 <(Remote >>
2. Unit 2< >
3. Unit 3K >
4. Unit 4< >

2. Ualid Unit at Accessing Other StENN]
[ExecutelY> Canceld{N>

Space:Select Esc:Close

|

{Execute)
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> MELSEC-QnA

6) Network settings

Set the head |/O number of Unit #1 Unit %2 Unit %3 Unit %4
the network module here. \ NET/10
Remote

Set the network number }‘:gml,;g : E-§
set with the switch here. 1% of Station(Slave> [ 1

INetwork Refresh Parm |© None

(s:omnggil’a;aneter « None
Set the number of remote I Al cneraneter Nona
/0O stations here. 1% Parm For Datalink

Routing Paraneter None

e:Must Be Set @:1f Necessar: g Done »For Only Reference
S

Head /O No. Network No. Total number
of link stations

)
Unit #1 Unit ¥2 Unit #3 Unit #4
NET/18
Renote
ist I,0 # { 8]
Network # L 11
# of Station(Slave)> I
Network Refresh Parm None
Common Parameter = None
Specific Parameter
I/0 fllocation © None
IX Parm For Datalink
Routing Parameter @ None
esMust Be Set ©:1f Necessar gy Done »For Only Reference
Space:Select Esc:Close

Locate the cursor at
common parameters.
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7) Common parameters

[Chm Parm  (MELSECNET/1URenote> CBW Set>] Label :
uxiliary Setting: 1 twork (# 1)

. NEI/18 Remote ist 1,0 # -]

Link WDT 2000 ms Network # 1 Slave PC Sta 1
M Sta;)ll Sta M Stal-R Sta M Sta—>R Sta M Staﬁ—R Sta

Station | Pirst Last First Last First Last First Last
1 [ b] L 1- b] |9 1-C ] [ 1-f 1

L 1-I ] [ -1 1 [ 1-L 1 L 1-L ]

L 1-1 1 4 I1-t 1 L - ] [ I-L b]

[ 1-L 1 L 1-C ] [ 1-C b] L I-I 1

L 1-L 3 L 1-L b] [ 1-L 1 [ -1 1
L 1-t 1 9 I-L ] [ -t 3 L 1-L 1

f 1-L 1 9 1-1 1 L ) ol 1 C 1-L 3

[ -t 1 { - 1 L -1 ] £ -t ]

B [ G R ] G

BforM R BforM« R
L[] L] [o]
WiforM >R WiorM «R
[Cmm Parm C(MELSECNET/1BRemote) (BY Set>1] Label :
Aluxiliary Setting: etwork (¥ 1)
NET/18 Remote ist 1,0 & ]
Link WDT 2808 nms Network # 1 Slave PC Sta 1
M Sta-)>R Sta ] Stag—R Sta L] Sta;)R Sta M Staﬁ—n Sta
Station First Last First Last First Last Pirst Last
1 [ 81-L Fl [ 181-L 1F] I 81-L Fl [ 191-INEN]
L - ] L I-L 1 [ ~[ 1 L 1-L b
C 1-L ] [ p ! 1 [ -t ] L 1-L 1
£ - 1 3 1-I ] 9 1L ] L o 1
4 I-L 1 f L ] L 1-L 1 [ -t 1
[ 1-L 1] [ -t 1 L ol o ] L -t 3
L 1-L ] L 1-t 1 L o ] [ 1-C ]
C 1-L 1 [ 1-C ] [ 1-t ] |8 1-t ]

(Switch settings)

To next page
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From previous page

LChm Parn HhLSthNET/1MHemnte) [t ’\.rt] |
ux: a etting— twor) 1>
Y NET/18 Rsmte ist 1.0 ]
Link WDT 2888 ns Network # 1 Slave PC Sta 1
M Station-D>R Stat'}nn M Station{-R Station
Station Pirst Last First Last First Last First Last
1 [ -t 1 [ 1- [ 1-I )] L 1-
! I-L ] [ I~ L I~C ] [ I-
L 1-L )] [ 1- L L 1 L 1-
L -t 1 L 1- [ I-€ ] [ 1-
[ 1-L 1 L 1- L I 3 [ 1-
[ 1-L ] [ 1~ L I1-L 1 4 I-
[ 1-L 1 [ 1- S J-L 1 [ I1-
[ 1-L 1 [ 1- [ 1L 1 L 1-

[ [o] [o] [e] [IIETE] [0 [

Y for master station Head Y for remote stations
X for master station Head X for remote stations

[nm arn (MELSECNET /1BRemote > (Y Set)] o I
i Setting—— t ?
o ary NET%E Remote ist 1,0 8
Link WDIT 2808 ns Network # 1 Slave PC Sta 1
M Station—->R Stat;.on : Station{-R Station
Station First Last First Last Pirst Last First Last
1 [18801-[101F] [ @) 1F [1889]1-1161F] (G- 1F
L 1-L ] { I- s - ] 8 1~
[ 1-L ] L 1- [ I-C 1 [ 1-
4 1-C 1 [ 1- [ I1-C )] E 1-
C 1-L ] L 1- E 1-C )] L 1-
9 -L 1 [ 1- L I ] C 1-
[ 1-[ 1 L 1- L 1-[ ] 4 1-
[ 1-L ] [ 1- [ -r 1 [ 1-
F3:BU->XY-> Esc:Close
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8) Select "Yes(Y)".

Do you want to register the parameter?

No<ND

9) Network settings

Registering the common
parameters.

Confirm that "® Set" is set for common parameters.
No settings are made at the items marked A .

Unit 81 Unit #2 Unit #3 Unit #4
NETI/18
Remote
ist I/0 # [ @)
Network # 8 11
# of StationSlave> L 11
Network Refresh Parm |@ None
Common Parameter B Set
Specific Paranmeter
170 Allocation © None
TR Parm For DataLink —
Routing Parameter @ None

ozMust Be Set B:If Necessar

10) Network refresh parameter setting

g Done »Fox» 0n1 Reference
ace:Select Esc:Close

[Netwo;k Refresh Parameter] Lahel =
NEI/10 Remote # of TR
ist 170 8 a Device Link Side CPU Side
Network # 1 Pirst . Last |Pirst Device Last Device
B IR 851 92} BL 01-BI1FFFI<> BL al —~BI1FFF]
¥ IR [81921 WL B1-VWI1FFFI<> WL al —WI1FFF]
X IX [ 8] RL 1-3L K> RL ] XL 1
Y IR 8 8l L4 1-¥r K> L ] -¥L 1

Esc:Close

Make the settings so that the screen appears as shown below.

[Network Refresh Parameter])
—3%

Label :

NET/18 Remote | # of TX

ist 1,0 & Device Link Sids CPU 8i

Network # 1 Firs st |First Device Last Device
B IX 81921 BL 8)-BI1FFFX> BL B] -BI1FFF]

¥ IR [8192] WL BIWIIFFFIK> ML —WI1FFF]

X IR 81921 X[ BI-XI[1IFFFIK> XL B] —XI[1FFF]

Y IX 81921 Y[ BI-YILIFFFIK> YL 8] i 4 11 FEFH]

11) Select "Yes(Y)".

Do you want to register the parameter?

No (N>

Esc:Close

Registering network
refresh parameters

Confirm that "ASet" is set for refresh parameters in the

network settings.
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12) Select "Yes(Y)".

Do you want to register the parameter? |........ Registering network
. settings
NoCN> °

13) Write the parameters to the QnACPU (set the QnACPU to STOP).

Alt 2 ]

Menu Select PC

1/File Y46 3,Find 4/Disp 5/kdit b/Monitor Y-Uindow B/Option Alt:Menu
P —
alcrl.t:e ~ew

/Compare...
4/Ney. ..
5/File List...
6/Connection Setting...
?/Remote Operation...
BAIrite Option...

F11 :Mode

[2] write)

I Space l lSpace |—-|E| L_E‘ LT_I E—{ Enter l—'l Enter |

Locate cursor at file name File name Locate cursor at No comment
setting field comment setting field

File name must be set J

[Urite to PCI
Interface RS232C {—>
Target PG Network = @
Target Men Internal RAM

i. Pile 1. File Name [NET18 1 Title

1.[=] Paraneter

FF PC Type : Q3R

o
ST

2.[*] Seq/SFC Prog 1.<¢%) Yhole Range L JK Step

2.{ ) Step Range [ 1- ]
3.L 1 Device Comment 3.¢ > Step ge PI 1-1I ]
4.L 1 Dev Init Valuwe 4.¢ > Block Range [ 1-1I ]
5.L ] Simulation Data
6.C 1 Pile Register 1.¢(%*> Whole Range

2.¢) Specifﬂan ZRL 1-L ]

2. Device Men 1.L 1 Internal 1.¢*) Vhole ge
2.¢ > Specify Detail Range

Cance1<N>

Writing is completed when the message "Completion” is displayed.
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(4) Checking the network module LEDs
After setting the QnACPU to RUN, check the data link status with the
LEDS on the front faces of the remote master station and remote 1/O
station network modules.
The remote master station/remote I/O station indications when the
data link is normal are shown below.

(a) Remote master station indications

AJ71 QLP2| ————— /[ Indicates that power is being supplied. ]
Indicates that the module is i ]
; —— RUN POWER {
[runnlng normally. | ch :MNG Irtldtifates that the station is a remote master ]
- station.
Indicates that the network is a REMOTE@® OS.MNG I
remote I/0 network. DUALO @D.LINK = er;(dglgg}:(sj that cyclic transmission Is being
SW.EQ @T.PASS
~
M/S.EQ O
PRM.EO @CPUR/W \{Indlcates that transient transmission is possible. J
cRcO OCRC
N M OvERO QOVER |5 \{ ::(:)I:::St;zstshat communication with QnACPU is }
d  ABIFO OnsIF R
R TMEQ OTIME R
& DATAQ OpATA [
N UNDERO OUNDER [
Indicate the SD (send) and RD LOOP LOOP P
(receive) status f)t the forward O O L’}‘{E:‘,%&g?sse?o(j’; nd) and RD (receive) status
l-(l)gv?lever the indications differ SD@ @SD However, the indications differ according to the
according to the cable status. RD@ @RD cable status.
F.LOOP R.LOOP
(b) Remote I/O station indications
Auz2aLp2s .
[mgﬁ?‘?ig}rﬁa‘?f module is J —» RUN@ @POWER «-———{ Indicates that power is being supplied. J
ERRORQ O

0N,
DUALO @D.LINK ‘__[Lr;(deigﬁtzg-that cyclic transmission is being ]
SW.E.O @T.PASS
STEQ O ™~
PRM.E.O OWAIT
cRcQO QCRC
3 OVERO (QOVER
] AB.IFO OAB.F
R TMEQ OTIME
(o]
R

\[ Indicates that transient transmission is possltﬂ

DATAQ O DATA
UNDERQ (O UNDER

LooPO OLoop Indicate the SD (send) and RD (receive)

status of the reverse loop.
\ so@ Osb — However, the indications differ according to
RD@ @RD

the cable status.
F.LOOP R.LOOP

T O D T M

Indicate the SD (send) and RD
(receive) status of the forward
loop.

However, the indications differ
according to the cable status.

-~
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. “nlEl.E;EE(:-()I‘I\

NO

N1

FN

11

26

31

40

. 47

48

49

SB20

SB49

(5) Confirming the communications status
Write the program shown below to the remote master station and
check whether communication with the A62DA is possible.

When X20 of the AX40 at the remote master station turns ON, is a
digital value written to addresses 0 and 1 of the buffer memory of the
A62DA at a remote 1/O station, and is a voltage output?

; {m N
M100
M100
b {" Mov sw74 Kam201
M201
V2 Cme W
M300
X20 X1001
! { | r
f 11 L PLS
MO
f [ mov  He1
[ mov ko
- mov ki
[ mov k1
[ mov k2
MO
— | { Mov  KsoD
[ mov k1500
MO
} { opNTO 01 D20 w4
M10 M11 -
g L SET
[-:11
| i
I L RST
{” MCR
" MCR
-
|

Mi00 _H SB20 : Network module status

M300 _H

MO
D20
D23

D25

T B R

D26

029 H)J

wa H
ws M
M10 _H

SB49 : Cyclic transmission status

H SW74 : Each station cyclic transmission

status

r Control data (See Section 9.2.5)

Write data (See Section 9.2.5)

Y1018_H On normal completion of instruction

execution, output enable signal turns ON

Y1018_H On error completion of instruction

N1 H
N H
END _H

execution, output enable signal is OFF
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6. FUNCTIONS

This section describes the functions of MELSECNET/10.
The function list is given below.

PC-to-PC network —— Cyclic transmission — Communications with B/W ... Section 6.1.1
functions — Communications With X/Y .........oooueeureeerrercssesennen .. Section 6.1.2
I Cyeclic transmission stop/restart...........cccecveeeeecenrvvirmnnenn.. Section 6.1.5
— Data link transfer function...... Section 6.1.6
— Direct access of link devices Section 6.1.7
— Increasing number of transmission points by
setting multiple modules with same network No. ............ Section 6.1.8
— Network refresh parameter defaults.. .. Section 6.1.9
— Transient transmission —— Communications raNge ................ceeeeeeemevereeeeeseeerene e eeeeens Section 6.2.1
functions — Routing fURCHON...........c..oevcveeesee oo eeoceesesenens N Section 6.2.2
F— Group fUNCtion ..o s Section 6.2.3
- Link dedicated instructions ........cccccovmrviiieccs e Section 6.2.4
— Default network designation .. Section 6.2.5
— Clock setting at stations in the network
from peripheral devices.......cccceeerevneniriereceeee e Section 6.2.6
— Control station Shift fUNCHION ..o e ersn e s eee e Section 6.3
— Multiplex transmission function (optical loop systems).........ccoeveueveeeececncn. ... Section 6.4
F— Reserve station FUNCHION ... s st et eeneese e s et s Section 6.5
F— NOIWOTK dUPHCALION w...coeieceeitt et ceee e st seeseeseeeee e s ses e eneeons Section 6.6
— RAS functions ——————— Automatic on-line return function..........ccccocevvvmveveeennnnnn. Section 6.9.1
— Loopback function ..ot Section 6.9.2
— Preventing stations going down due to external
power supply failure (optical loop systems).. Section 6.9.3
[ Station separation function.........cccoceveeireieviecii s, Section 6.9.4
— Transient transmission during PC CPU error .................. Section 6.9.5
~— Confirmation of transient transmission
error detection time.......cccccocvevvvercnnee. . .. Section 6.9.6
L— Diagnosis fUNCtionS ... Section 6.9.7
Remote |1/O network——— Cyclic transmission — Communication with I/O modules .........couviiveeerneveenneen. Section 6.1.3
function — Communication with special function modules............... Section 6.1.4
[— Cyclic transmission stop/restart function..............c...c...... Section 6.1.5
— Direct access of link devices ...........ccvvvereeeeeevreincerinennn, Section 6.1.7
— Network refresh parameter defaults.. Section 6.1.9
— Transient transmission—— Communication range........coceveeeeeevvereeee e eere e e Section 6.2.1
function — ROUtING FUNCHON.........veeeeceeceettitscee oo Section 6.2.2
— Link dedicated instructions ..........ccccoueveieveveirirr e Section 6.2.4
— Default network designation ..........cccccuvveevveerceeirercerenenen. Section 6.2.5
— Clock setting at stations in the network
from peripheral devices..........couverveeeeveer e Section 6.2.6
— Multiplex transmission function (optical 100p SYStEM)...........coicmieiviriere e srsseee e Section 6.4
= ReServe station fUNCHION .. ...t seee et s ve st s seeeseesesseeeaen Section 6.5
T DUPIEX MASEOIS ...t et ettt et eee e ettt r e ee e st e seeeeesteeesesseseeasasassesenes Section 6.7
T PArAE] MASTEIS ...ttt eeeeeee st ve s e et eeeenmnaraearreon Section 6.8
— RAS functions Automatic online return function ...........c.occccoevevevrenevnn.ne. Section 6.9.1
Loopback function (optical loop system)......................... Section 6.9.2
Station separation function (coaxial bus system) ........... Section 6.9.4
Transient transmission during PC CPU error .................. Section 6.9.5
Confirmation of transient transmission
error detection time......cccccocvivrce e e Section 6.9.6
Diagnosis fUNCHONS .......ccvcevviviesieriec et e Section 6.9.7
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6.1

6.1.1

Cyclic Transmission Function

The cyclic transmission function executes data communications peri-
odically between the stations connected in a MELSECNET/10 network.

Communications with B/W (PC-to-PC network)

This function allows data transmission to all MELSECNET/10 stations
using the link relay (B) and link register (W) ranges which are allocated to
the host station by the control station’s common parameters or default

parameters.

Link relays (B) are used to send and receive ON/OFF data, and link
registers (W) are used to send and receive 16-bit data.
As an example, in Fig. 6.1 below, when B0 at 1Mp1 is turned ON, the
contacts for BO at 1Ns2 and 1N3 turn ON.

Common parameter
settings

1Mp1 1Ns2
B B
] 0 | pata 0 | pat
to | send ‘ 1Mp1 B/W data to receive
BO area for area for
FF | 1Mps1 FF | 1Mp1
B100 100{ Data 100| Data
to | receive to | send
area for area for
6200 1FF| INs2 1FF] 1Ns2
200( pata 200| pata
to re’oen;er to recei\fle
area fo
orF| 3 INs2B/Wdata || opr| S8 |

All stations receive

B/W data from
other stations.

BO

B100 }-‘
B200

ﬂmm B/W dat

Ns2 B/W data

1N3 B/W data

1]

|_| 1N3 B/W data

to

100
to
1FF
200
to

2FF

Data
receive
area for
1Mp1

Data
receive
area for
1Ns2

<

Data
send
area for
iN3

r

BO

B100

B200 )—‘

—

1N3

Fig. 6.1 Communications with B/W Devices
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6.1.2 Communications with X/Y (PC-to-PC network)

This function allows 1:1 data communications between an 1/0 master
station and other stations (up to 63 stations in an optical loop system, and
up to 31 stations in a coaxial bus system).

Data communications are executed by using the input (X) and output (Y)
device ranges after the actual 1/O range in the host station.

For communications with X/Y, set the /0O master station number and data
communications range by using the common parameters at the control
station.

Up to two I/O master stations can be set, selecting from the stations
connected to the network.

Block 1 110
master station

Block 2 IO
master station

1Mp1 1Ns3

1IN ZIN
] D] [we] (] [ [5]

Fig. 6.2 1/0 Master Stations

As an example, Fig. 6.3 shows the allocation required for X/Y communica-
tions between station 1Mp1 (I/O master) and station 1Ns2, and between )
station 1Mp1 (/O master) and station 1Ns3.

When Y1000 at 1Mp1 is turned ON, XA0Q0 at 1Ns2 turns ON. When YCO00
at 1Ns3 is turned ON, X1200 at 1Mp1 turns ON.

( 1Ns2 A
po==== FTE==- bl
VX LY
™ Actual
/O
1/0 master
station

5

Y1000 L. &

X1200 X1200)

v

\

Fig. 6.3 Communications with X/Y Devices
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POINTSl

(1) Any QnA/AnUCPU station, regardless of whether it is a control or
normal station, can be set as the 1/0O master station.
With AnN/AnACPU stations, communication is possible provided
that the I/O master station is a control station and is also block 1.

(2) The device range after the actual I/O range in the host station
can be used for communications with X/Y.
Note that this device range is used also in the cases indicated
below. The allocated areas must not overlap.
(a) When two 1/0 master stations are set and used.
(b) When more than one network module is installed and another
I/0 master station is set with another network module.
(c) When MELSECNET remote I/O stations are allocated.
(d) When MELSECNET/MINI automatic refresh setting is made.

Actual I/0

Area used for MELSECNET remote 1/O

Area used for MELSECNET/MINI
automatic refresh

Area used for communications between
the 1/0 master station and another
station in another network
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6.1.3 Communication with /O modules (remote /O network)

It is possible to communicate with /O modules by using X/Y devices.

| Remote master station | [ Remote /O station—l
AJ71QLP21 AJ72QLP25 Input Output
QnACPU AJ72QBR11 . AJ72QBR15 module module
X Y
X Y X Y X Y o | o]
0 0 0 | O e 110 —

Actual Actual —to 1] 111

o /o 100F 1o | 2 | 12

-~ - H 73]

y 4] 14

5 15
‘_|_x‘°°° 6 | 18]
x_ 1000 1000 s 117
— to to | 8 118 |
100F 1010 | 100F 1010 19 ] 19
~H - - - 4] 4]
/ 101F 101F | B | 18]
¢rroop ] €]
0] 1]
1FFF AFFF | E | | 1E]|
[F] CF ]

] I_ D@' /
| 5

1) 2}

1) When XO00 of the input module at the remote 1/O station turns ON, X1000
of the master station turns ON.

2) When Y1010 of the master station turns ON, Y10 of the output module at
the remote I/O station turns ON.
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MELSEC-QnA

6.1.4 Communication with special function modules (remote /O network)

Remote master
station

QnACPU

It is possible to communicate with special function modules by using X/Y
and B/W devices.

Remote 1/O
station

1)

JP.ZNTO to Mo]——l
3)
MO .

AJ71QLP21 AJ72QLP25 Special function
AJ72QBR11 AJ72QBR15 module
* *
Buffer
| B/W 2) B/W memory
X, X, X1y
N 8 /N

[Buffer memory]
1) A ZNFR/ZNTO instruction is executed.
2) ZNFR .... The buffer memory data is written to W devices. _
ZNTO .... The data in the W devices is written to the buffer memory.
3) On completion of the ZNFR/ZNTO instruction, the completion signal
(M0) comes ON for 1 scan.

*.... B devices are used for handshake processing when an instruction
is executed.
W devices are used for handshake processing and for data
reading/writing when an instruction is executed.

[Input/output]
4) X/Y communications are executed in the same way as communications
with an I/O module.
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6.1.5 Stopping/restarting cyclic transmission, and stopping link refresh

Cyclic transmission can be stopped and restarted using the "network test"
function at a peripheral device. ‘

This is convenient when stopping (setting offline) a station whose opera-
tion is faulty in order to perform debugging.

Network module

QnACPU (station 2)

Station 1 2) Link refresh " Station 1

-
]
1
1
1
1
1
1 ||
1 1
1 1
I I
2) Link refresh > Station 2 > Other station
1 [}
1 1
[} [}
1 1
) I|

Station 2

Station 3 2) Link refresh Station 3

1) Stopping/restarting cyclic transmission entails stopping/restarting data
exchange between network modules of the relevant stations (link scan).

2) When cyclic transmission is stopped/restarted, data exchange between
the QnACPU and network modules (link refresh) is not stopped or
restarted.

Link refresh must be stopped by the sequence program using a QnACPU
special relay (SM).

Stop/start link refresh using the cyclic transmission status (SB49) of the
host station as shown in the program below.

Cyclic transmission Network module - QnACPU refresh
status OFF : Refresh performed

OFF : Being executed ON : Refresh not performed

ON : Stopped

SB49
| e
t—{ l < SM256>—‘
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3) For details on the operating procedure for the network test, refer to the
SWOIVD-GPPQ GPP Function Software Package Operating Manual
(ONLINE).

[Netuqu Test Unit # 1 1

This Sta Status All Station’s Status
(DLinSspState—l EEEEEDEEDEENHEFEDDN
e EZ SN TR SR
(3406 VRSSO 1 4243 B4 A5 I 6 47l 8]
NS dANAIATNINAETMN

| zSuspending
1. Operation 2. Target Station )
1.¢{»> This Station
2.C ) Link Stop 2.¢ > Specified Station [ 1
3.<¢ > Force Link Start 3.C ) All Stations

[Executed(y) Cance1<N>

(1) Stopping/restarting operation in a PC-to-PC network
The example below shows a case where a stop request is sent from
1Mp1 to 1Ns2, and then operation is restarted.
(a) Stop
The link at 1Ns2 is stopped from the peripheral device.

Link stop
heral
| Pesiphera Mp1 | >
%

(b) Restart

There are two methods for restarting link operation at a stopped

station: "link start" and “forced link start".

1) Using "link start"
The link at the stopped station, 1Ns2, can be restarted only from
the station that requested the link stop (1Mp1).
Link operation cannot be started from stations other than the one
that issued the stop request (host station, 1Ns3, 1Ns4).

Host station

Peripheral [
de’\’/ice I | 1Wp1 |
|

Link start
possible

I'Z= > Link start
not possible
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(2

2) Using "forced link restart”
It is also possible to restart link operation from stations other than
that which issued the stop request (including the host station).
This start method is used when the station that issued the stop
request is down. Link operation can be restarted from the host
station or another station, regardiess of which station is stopped.
However, forced starting of individual stations (host station, station
designation) is not possible when all stations are stopped.

Peripheral
device

Peripheral

device

Stop/restart operation in a remote I/O network
In a remote |/O network, it is possible to stop/restart all stations

1Mp1

Forced link start

Host station

D> | 2

_— 1

[

(in the same network).
It is not possible to stop/restart individual stations.

(a) Stop

Cyclic transmission is stopped at all stations (including the host

station).

Station that
issued stop

request

TMR

A

Peripheral
device

1R1

1R2

1R3

Peripheral
device

Peripheral
device
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(b) Restart
1) Using "link start"
Link operation can be restarted from the station that issued the
stop request.
Station that

issued stop
request
/ P%ripl_\eral
MR / evice
|
| [ |
1R1 ’ 1R2 1R3

2) Using "forced link start"
Link operation can be started from stations other than the one
that issued the stop request.
Station that

issued stop
request
TMR
[
| | ]
R 1R2 1R3 \ Peripheral
- device
Station
issuing start
request

POINTS |

(1) The cyclic transmission stop/restart function only stops cyclic
transmission. Transient transmission continues.

(2) A station at which cyclic transmission has been stopped is not
treated as a faulty station but as a stopped station.
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6.1.6 Data link transfer function

When more than one network (data link) module is mounted at one
QnACPU, this function allows data in the link device ranges in each
network to be transferred to other networks.

Using the data link transfer function makes it unnecessary to use the MOV
instruction in a sequence program to perform data transfer.

(1) To use the data link transfer function, it is necessary to set the “trans-
fer parameters for data link".

(2) Data in the link relays (B) and link registers (W) in each network (data
link) module can be transferred between networks. Data in the link in-
put (X) and link output (Y) devices cannot be transferred between net-
works.

(3) Data to be transferred must be set in the host station transmission
range of the transferring network module.

(4) When transferring the same data to more than one network, the de-
vice range of the transfer source can be set with the same numbers.
For example, data received from network number 1 can be transferred
to network numbers 2 and 3.

Fig. 6.4 shows data transfer between network number 1 and network
number 2. The transfer parameters for data link are set at the
QnACPU in the relay station. Data of BO turned ON by station 1Mp1
is received by the relay station, station 1Ns3, and transferred to area
B1000 allocated at station 2Mp1, the relay station. Therefore, the
ON/OFF status of B0 in station 1Mp1 can be monitored as the data of
B1000 at 2Ns2 and 2Ns3.

Since B1000 (transfer destination device) in the relay station does not
turn ON, it is necessary to use BO (transfer source device).

QnACPU INs3 2Mp1
° B ? B B
1Mp1 iF
100
§ Ns2 1’1r
5
1Ns3
sl 2F
;-2 -3 ”
1000 - 1000}
2Mp1 13 R
103F
§ 2Ns2
e
2Ns3
Destination 135 : paadd
device in the relay
station does not = s a3 = L A
turn ON/OFF. 1FFF
Network No. 2
Network No. 1 O —0
B1000
§—4¢ =0 45—
] ][] =)<
r'—‘ B1300

Fig. 6.4 Data Link Transfer Function

6-11
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(5) Table 6.1 shows the station combinations for which data link transfer
is possible.
Data link transfer is possible at PC-to-PC networks and MELSECNET
stations only.
Remote master stations and standby stations are not capable of data
link transfer.

Table 6.1 Combinations Used for Transfer

Transfer Source MELSECNET/10 - MELSECNET
Control Normal . I:ﬂear::et: Standby Master Local

Transter Destination Station Station Station Station Station Station

Control station (o] (o] X X (o] (o]

Normal station [o) o] X X (o] o]
MELSECNET/10

Remote

master station X X X X X X

Standby station X X X X X X

Master station (o] o X X X (o]
MELSECNET -

Local station (o] [0} X X o] X

O : Possible X : Not possible

(6) The number of destinations that can be set is 24 for both B and W.
In the example given below it is possible to transfer data from B300 to
31F of network module 1 to B900 to 91F of network module 2 and
B1200 to 121F of network module 3.
In this case, two range settings are required

Network module 1 Network module 2 Network module 3
B B B
300 1)
3? F
b 900
L i o
2 7 1200
) //////// 12s1 F

If the amount of data to be transferred exceeds the capability of the data link transfer function,
use a sequence program to transfer link data.
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6.1.7 Direct access of link devices

When using QnACPU, it is possible to read from and write to link devices
of network modules (B, W, X, Y, SB, and SW devices) directly using a
sequence program, independently of link refresh of the PC CPU, and to
read from and write to devices not set in the link refresh range (range for
link device read/write between QnACPU and network modules) in the
network refresh parameters.

By directly accessing link devices, both the link refresh time and transmis-
sion delay time can be shortened.

QnACPU Network module

Fo=—————m = mmm——————— | r-——-—=—-=-=----- 1
[} i | 1
| 1 1 i
1 1 1 1 .
1 —' '—( JI\B10D T T > +———r—» To other station
1 ] I B I

: ] I
: JI\B100 <= T T «——— From other station
1 1 ] [}
I I— 1 | |
I _1 1 i 1
I ) ! |
| | ) 1
I | ' |
1 R 1 ] [}
I 1 ] [}
b H | movkao J1\W100:|-‘ ; L ——L> To other station
] 1 1 w 1
N - | : ¢——— From other station
| =1 i i 1 1
. -|:_ w200 | K300 &~ ! ! !
i I 1 ]
1 | ] I

The link devices to be directly accessed are designated by "JO\O".

1) Reduction of link refresh time
By using direct access for those link devices that are used
infrequently at the host station and excluding these link devices
from the link refresh range, it is possible to shorten the link refresh
time.

QnACPU Network module

( Frequently used link devices
(reading/writing required at all
ktimes)

£ 4 I Link refresh
Range for transmission
to other stations

r~

Infrequently used link devices
(read/written when required)

\

from other stations

e Disacess |
TN N
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2) Reduction of link device transmission delay time
Link refresh is carried out in QnACPU END processing. In
contrast, when using direct access, the network module is read
from or written to directly at instruction execution, and the
transmission delay time can therefore be reduced.

[Normal access]
The link device information is transferred to the link scan at
END processing in the sequence scan.

4TH

Sequence scan | 0 END 0 : END

Link scan | | |

[Direct access]
The link device information is transferred to the link scan at
instruction execution.

4o
l H

Sequence scan | 0 END — 0 END

Link scan

(1) Method for designating JOI\O
Designate the network No. and link device of the module to be read
from/written to.

JO\O
LINK relays .....ccoeevmrrreereeceserenmmcnnannns BO to 1FFF
link registers.....ccooovcirienecceccciecines WO to 1FFF
LINK inputs ...oooeceecercceire e X0 to 1FFF
Link outputs......c.occcvvvccrimiininiininnnns YO0 to 1FFF

Link special relays ...... SBO to 1FF
SWO to 1FF

Link special registers

Network NO. ..o 1to 239
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(2) Link device address designation range
(a) For reading
The entire range of network module link device addresses can be
read.
(b) For writing
1) The range of devices that are within the host station transmission
range but are not set in the refresh range can be written to.

QnACPU Network module
| ettt Aty l
1 |
1 1
1 1
] B 1
1 T
1 1
] ]
1 !
1 1
| l
| 1
1 1 Host station
: : transmission range
1 ]
I I
) \
1 1
| [
1 t
1 ]
| |
1 1
1 1
1 1
' 1
) I
| I
] 1
: : Other station
1 1 transmission range
| 1
1 I
| 1
1 1
| |
1 1
| i
] 1
] 1
l 1
I I
| 1
| 1
1 1
1 1
1 I
1 1
I, a
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2) If addresses within the refresh range are designated, the data will
be written to the network module link devices when the instruction
is executed, but the data of the QnACPU link devices will overwrite
this data when link refresh is executed.

QnACPU Network module

v 1
] [}
; w i
] I
1 ]
I |—l MOV K20 J1\W100 1
' ’_’ }1 20300 | |
1 w 1
1 [}
[} 1
1 1
1 1
1 I
1 }
: 100 300 :
[} ]
1 }
1 ]
[} I
[} I
] I
g e e e U g g g g S d

Make sure that when direct access is performed, the same data

is simultaneously written to the QnACPU link devices. (The same

applies for B, Y, SB, and SW devices as for W shown below).

QnACPU Network module

{ it | | ettt 3
[} ] ] !
[} 1 1 ]
| ! | v
i ] 1 }
i MOV K20 J1\W100 1 g d
] | 1
| W :
| MOV K20 W100 t '
: \ : :
] 1} ]
[} i |
[} 1
1 100 20 1 1
] ] 1
1 ] 1
] | 1
L} ] 1
[} | 1
[} ] 1
] ] 1
b e e ot e o = —————————— o4

(3) Differences compared with link refresh
The differences in comparison with link refresh are indicated in the ta-
ble below. ‘

Item Link Refresh Direct Access

Number of steps 1 step 2 steps

Processing speed (LD BO) High speed (0.075 to 0.2 ps) Low speed (several tens of ps)

Data reliability Assured in station units Assured in word units

For further details, refer to the QnACPU Programming Manual
(Fundamentals).

6—~16
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6.1.8 Increasing number of transmission points by setting multiple modules with same network No.

By installing multiple network modules with the same network No. at one
QnACPU, it is possible to increase the number of transmission points per
station (to a maximum of 8000 bytes with four network modules).

[Example] : In the system configuration shown below, a maximum of 4000
bytes can be transmitted with 1Mp1 and 1Ns2.

-~ : ~
QnACPU 1MP1 1Ns2
| it | rTm =" | r——==>-== A
1 1 ] i 1 ]
1 1 H H I ]
A S S RN B AT
A ] ] [} 1 1 1
Maxi l i | I I |
aximum
2000 bytes : 1MP1 ' ; 1MP1 : : 1MP1 :
1 ] t i 1 ]
] 1 1 | }
Maximum : : : : : :
2000 bytes | ! 1Ns2 5 L 2 | L sz |
A ) 1 i ' 1
i ' : i i |
1
| 1Ns3 i — Ins3 | Vo ons3 |
1 ] 1 1 1 '
§ 1 ] 1 1 ]
I ] H I 1 ]
| 1Ns4 : +— 1Ns4 | | Vol oinsa |
I ] I 1 I ]
] 1 ] I I 1
] i 1 ] ] 1
1 1 1 ] ] i
1 1 ] ] [} 1
| I ] 1 1 1
] [} 1 1 1 1
1 I 1 1 i I
i ] 1 1 i ]
1 | 1 i i I
U, - =) . ]

/ IMP1 1NS2

power | QA | AJ71 | AJTY
supply | cpy | QLP21 | QLP21

Network No.1

Power QnA A7 Power QnA i AJ71
PPl | cpy | QP21 swrly | cpy | QP21
1Ns4 1Ns3
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POINTl

When installing muitiple network modules at one QnACPU, note the
following points.
(1) Itis not possible to set the same station number for the modules.
(2) 1t is not possible to set more than one station as a control station.
(3) In transient transmission, the module with the lowest number is
the object of the transmission.
(4) The network refresh parameter settings have to be changed.
1) In the default status, the refresh range is divided equally
among the modules.
(In this case only the 1Mp1 range can be transmitted.)

QnACPU 1MP1 1Ns2

1MP1

1Ns2

INs3

!

2) Because of this, as shown below, the settings must be
changed so that the host station transmission range (1Mp1,
1Ns2) can be refreshed.

QnACPU 1MP1 . 1Nsz
? 0 0
w1 Host station
7 transmission
range
1Ns2
1Ns3
1Ns4
1FFF 1FFF
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6.1.9 Network refresh parameter defaults

Because the QnACPU has default values for the network refresh
parameters (the CPU automatically allocates these values), the
parameters that have to be set from a peripheral device are kept to a
minimum.

if the refresh ranges are within the ranges indicated below, it is not
necessary to set network refresh parameters.

Table 6.2 Network Refresh Parameter Default Values

T T i I
Number of Modules - - - .
Installed QnACPU ! Priority 1 ! Priority 2 ! Priority 3 JI Priority 4
I I | |
I I | |
I I | I
I | I I
One | | I I
I | | I
I | I I
i HEEENEEN
I | e | I
I I I I
R
Two | 1000 | |
I I I
x AN
I 1FFF_| |
e | e
I | I
iE_ N
—> $
Three | FFF | |
| | I
I I I
| | I
| | |
1} 77 40I 8% | BN ! A

7FF e 7FF[ 0o | |
B N |
Four o A | |
2048 | | | |
I I I |

| | | b
............................ | | | |

Order of priority First : MELSECNET (Il)
Second : First MELSECNET/10 module ngl’:?'eg;’:/eéwmk
Third : Second MELSECNET/10 module | nympers corresponds
Fourth : Third MELSECNET/10 module to 1st module to 4th

Fifth  : Fourth MELSECNET/10 module module.

6-19



. FUNCTION
g, FUNCTIONS MELSEC-QnA

At a normal station, if no changes to the network refresh parameters are required and the
station-specific parameters and routing parameters do not have to be set, no MELSECNET/10
parameter settings at all (humber of modules settings, etc.) need to be made from a peripheral
device.
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6.2 Transient Transmission Function

The transient transmission function is a function whereby communication
between stations is executed only when there has been a communication
request.

The request for a transient transmission can be made by a link dedicated
instruction (ZNRD, ZNWR, SEND, RECV, READ, WRITE, REQ), a
peripheral device, or a special function module.

In a MELSECNET/10 system, communication is possible not just with other
stations with the same network number (stations connected to the host
station) but also with stations with other network numbers.

(1) Transient transmission to stations with the same network number

Peripheral device I

Fe——————mmemn
' .

Network No.1

] [

: Fig. 6.5 Transient Transmission

(2) Transient transmission to other station networks (routing function)
This requires the "routing parameters" to be set at the request source
and the relay station.

I+ Peripheral devicel

]

1

i Request Request
‘ source destination

| 1Mp1 Ns2 L1N=3 | 3Mp1 | | 3N=2‘|

[ SEET Cf TR o syl =] ] I
4
Network No.1 1 Network No.3
| 1 [ ] == Relay station Relay station "~—; — ]

l 1Ns6 | l N5 ] | N4 l““. 2Mp1 2Ns3 -4’ 3Ns4 l 3N3 I

"~ —

C——— R N |

: . [ SR E .................. 3 .
Locations where routing

parameter settings are required

Fig. 6.6 Transient Transmission to Other Network Stations

® DANGER [CAUTION ON TRANSIENT TRANSMISSION]

¢ In systems where QnACPU and AnUCPU are mixed, never attempt transient transmissions in
the categories indicated below from a QnACPU to an AnUCPU in another station (execution
of these types of transient transmission is not possible).
If such a transmission is attempted, the relevant AnUCPU will go into a "MAIN CPU DOWN"
or "WDT ERROR" status and operation will stop.
(1) GPPQ Remote operation (remote RUN, STOP, PAUSE, RESET, etc.)

Clock setting

Online mode device test

(2) Link dedicated instructions (SEND, READ, SREAD, WRITE, SWRITE, REQ)
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6.2.1 Communication range

The restrictions governing transient transmissions, explained here in

reference to the system configuration shown below, are as follows:

1) QnA/AnUCPU stations can communicate with any other station.

2) AnN/AnACPU stations can only communicate with the control station
with the same network number.

3) Remote I/O stations cannot communicate with each other.

[Example system configuration]

4R1 4R2
QnACFU QnACFU Network No. 4
(v [wr] o[ 2w [
Network No. 1 Network No. 2
10 ] AnUCPU
QnACPU 1Ns3 2N5 | 2N4 I I 2Ns3 l SMR l
QnACPU ANCRU  AnACPU "l Network No. §

Network No. 3

| 3R1 | 3R2 ]

Table 6.2 Transient Transmission Range

Dos et Network No. 1 Network No. 2 Network No. 3 Network No. 4 Network No. 5
Request Source 1Met 1Ns2 1NS3 1Ns4 2Mr1 2Ns2 2Ns3 2N4 2N5 3IMr 3R1 3R2 4Mz 4R1 4R2 SMr 5R1 5R2
Me1 | Fost ° ° ° 6 “ 1 “ B *5 g “ *8 4 “ 9 “ B
No | N2 [ e 1R, ° o |t ° ° ° ° s “ " 3 “ " “ “ “
1Ns3 ° o |tk ° 6 1 " " “ 5 “ “ 8 " “ 9 “ *
Nsé | o ° o |fem s “ | “ op | Host o o | “1 “ 9 " “
2Mr1 o |[toat ° o |lem ° ° ° o 5 “ “ 3 “ 3 “4 “ “
2Ns2 | 1 2 “ “ o s o ° ° “10 “1 o Mo ° ° 4 “ 1
NetworkNo-2 | onsa |+ 2 “ " ° o B2 o o | M0 | " 3 “ I N IS °
2N4 x *2 x x ° x x ::7;;«, x x x x x X x x x x
2N5 x 2 x x o x x x | Homt x x x x x x x x x
MR ° o | o | 8 “ “ “ o fHest ° ° g “ “ 9 “ 4
Network No.3 | gpy ° ° ° ° 6 1 “ “ “ o | x 8 x x 9 x x
3R2 ° ° ° ° 6 “ “ " “t ° x | Homt 8 x x *9 x x
4Mn B 2 “ 1 o |H | .o ° ° 10 " oy | Host ° ° 4 “ "
Network No. 4 1 4py * 2 1 “ ° 7 ° ° o 10 x x o |Hes x ‘4 x x
4R2 o 2 “ “ ° 7 ° ° ° 10 x x ° x|t 4 x x
5Mn " 2 “ “ ° o |tea ° ° 10 “4 “ 3 “ o |Host ° °
Network No. 5 5R1 " 2 B " ° ° ° ° ° “10 x x 3 x x o |Hoat x
5R2 “1 2 "1 “1 o 0 ° [ ° *10 x x *3 x x ° X 3::'0,,
o : Possible
X : Not possible *6 : Possible by specifying 1Ns2 -
*1 : Possible by specifying routing parameters *7 : Possible by specifying 4MRr
*2 . Possible by specifying 2Mep1 *8 : Possible by specifying 2Ns2 (routing parameters must be set)
*3 : Possible by specifying 2Ns2 *9 : Possible by specitying 2Ns3 (routing parameters must be set)
*4 : Possible by specifying 2Ns3 *10 : Possible by setting 1Ns4 (routing parameters must be set)

*5 : Possible by specifying 1Ns4

When a peripheral device for use with A-series is connected to a QnACPU
or QnA remote I/O station (AJ72QLP25, AJ72QBR15), communication is
only possible with AGPU.
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6.2.2 Routing function

MELSEC-QnA

The routing function allows transient transmission to stations in other
networks in a multi-tier system.

To use the routing function, it is necessary to set the "routing parameters"
so that the network number corresponds to the station which serves as the
bridge.

The routing function cannot be used via MELSECNET(ll).

(1) The routing parameters need to be set at the request source and relay

stations. '

(a) Settings for accessing the request destination are required at the
request source.
(b) Settings for accessing the request destination from the request source,
and for accessing the request source from the request destination,
are required at the relay station.
(c) No settings are required at the request destination.
For example, to execute transient transmission from 1Ns3 to 3Ns4 in
Figure 6.5, the routing parameters need to be set at the QnACPUs in 1Ns4
and 2Mp1, which serve as the bridge to 1Ns3, and routing parameters
need to be set at the QnACPUs in 2Ns4 and 3Ns5.

Routing parameter settings

Destination| Relay Relay Seftings are necessary
network network | station only for destination
No. No. No. network number 3
3 1 4
Request
source /
1Mp1 1N2 1Ns3 3Mpt 3Ns2
I [ I | [
Network No. 1 Network No. 3 ()
| l | [ [ I
N6 Ns5 1Ns4 2Mp1 2Ns4 3Ns5 3Ns4 3N3
Request
o t\lletwork No. T \7
Routing parameter settings 2Ns2 2N3 Routing parameter settings
Destination Relay Relay Destination Relay Relay
network network | station network network |station
No. No. No. No. No. No.
3 2 4 ' 1 2 1
M ... Locations at which

Since destination networks
number 1 and 2 are

connected to each other, it is
not necessary to make
settings for them.

()

routing parameter
settings are required

Since destination networks
number 2 and 3 are connected

to each other, it is not necessary
to make settings for them.

Fig. 6.5 Routing Function

Up to 64 "destination network numbers" can be set with the QnACPU.
For 64 types of network No., it is possible for the host station to become
the request source, and to access other stations via the host station.
However, it is not possible to set the same destination network No. more
than once.
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(3) Routing parameter setting requirements
Make the routing parameter settings as follows.
In order to access a station in network No. O, it is necessary to go through
network No.[, station No.A.

Det?‘:lrr‘\a- Relay | Relay |Interme-
network network | station diqte
No. No. station
NO No. No.

1 [ 1 [ 1 |[[ ]station[ ]station

L T~

\._

(lf there was more than one module with the same network module at the request
source PC CPU, set which is the applicable one. (This is not necessary if there is

only onse.)

CPU TMP1 1Ns2 CPU 1Ns3

CPU 1Ns3 CPU 1Ns3

Or, if no setting is made, the first module is selected as the applicable one.

In the system configuration shown above, if 1Mp1 goes down, the ‘relay station
No." must be changed using the RTWRITE instruction so that transient
transmission can be executed from 1Ns2.

\- /
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C

Request
source

(4) Positions and contents of routing parameter settings

1

Network No. 1

1

[

]

Request
source

11

]

(a) When the request source is a control station/normal station/master
station
The positions and contents of routing parameter settings for transient
transmission vary according to the type of system.
1) Two-tier system

Since transient transmission is executed within the same network,
it is not necessary to set routing parameters.

Request
source

I | | I
Network No. 1
I L I

Destination

2) Multi-tier system 1.......... Two networks

Set routing parameters at the request source station only.
Make settings at the request source for accessing the destination
(network number 2).

Request I I
source
Relay station [ |
Network No. 1 Network No. 2
Destination

- 3) Multi-tier system 2.......... Three networks

Set routing parameters at the request source and the relay stations.
Make settings at the request source for accessing the destination
(network number 3).

Make settings at relay station 1 for accessing the destination
(network number 3) :

Make settings at relay station 2 for accessing the request source
(network number 1).

Relay station 1 | I J | | |_J\_ Relay station 2_/|_| ] | I | I
Network No. 2 Network No. 3
[ I I [ |
] ] [ [oostneton]
4) Multi-tier system 3.......... Four or more networks :

Relay station 1

( Network No.1

I

|

Set routing parameters at the request source and relay stations.
Make settings at the request source for accessing the destination
(network No.4).

Make settings at relay station 1 (closest to the source) for accessing
the destination (network No.4).

Make settings at relay station 2 (closest to the destination) for
accessing the request source (network No.1).

Make settings at relay station 3 (relay station other than 1 and 2) for
accessing the destination (network No.4) and for accessing the

. request source (network No.1).

Relay station 2

Relay station 3

I Jl:\’Network No.3

Network No.4

Destination
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(b) When the request source is a remote 1/O station
The positions and contents of routing parameter settings for transient
transmission vary according to the type of system.
1) Two-tier system
It is not necessary to set routing parameters.
Request source

Remote
1/O station

I |1 |

Network No. 1

Master station

. Destination
2) Multi-tier system 1......... Two networks

It is not necessary to set routing parameters.
Request source

Remote /O
station
[ | Relay station 1 | |
Master
Network No. 1 - Network No. 2
. 1 1
Destination
3) Multi-tier system 2.......... Three networks

Set the routing parameters at the relay stations.
Make settings' at relay station 1 for accessing the destination
(network number 3)
Make settings at relay station 2 for accessing the request source
(network number 1),

Remote | l

O sistion Relay station 1 __,L IJ | T [_]\_ Relay station 2 l 1 J I T J
Network No. 1;:"&1’; Network No. 2 Network No. 3:3
0 C = =

1 [ ==

Request source

4) Multi-tier system 3.......... Four networks or more
Set the routing parameters at the relay stations.
Make settings at relay station 1 (closest to the source) for
accessing the destination (hetwork number 4).
Make settings at relay station 2 (closest to the destination) for
accessing the request source (network number 1).
Make settings at relay station 3 (other than relay stations 1 and 2)
for accessing the destination (network number 4) and the request
source (network number 1).

Relay station 3 ;——_' Relay station 2
I n:(Network No. 3):“ | | Network No. 4

Request source

Remote |
1/O station

T 1 ]
Network No. 1

I

Relay station 1

Master
station
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POINTS

(1) The routing function can use up to seven relay stations as shown
below.

SOU rce

Destmahon

(2) When networks are connected in a loop as shown below, set the
routing parameters so that the same relay stations are used for
accessing the destination and for accessing the source.

Do not set routing parameters whereby the access route makes a
complete circuit around the loop.

Request
source

A: Access route from the source
to the destination

B and C: Access route from the
destination to the source

Do not set the routing parameters
so that the access route is C.

c
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[Example] : The following explains routing parameter setting examples
(A to C) in reference to the system configuration in Section 6.2.1.

4R1 4R2

. A I |
1)/2)\.4) § [ Network No.4 i

1MP1 INS2 | 2MP1 2Ns2 | 4MR
I J [ [
Network No.1 Network No.2
[ l [ | [ l | 5)
1Ns4 |8B) 1Ns3 2N5 2N4 2Ns3 | sMr
3) Network No.5
. 3
Network No.3
l——l 5R1 5R2
3R2: 7

3R1

(1) Station in a PC-to-PC network — station in a PC-to-PC network (A)
Routing parameters must be set at the request source 1.

Request source (1)

Relay station (2)

1MP1

Request source (1)

Destination (4)

1Ns2 2MP1 1Ns2
Transfer Relay Relay Inter-
destination | network station mediate
network No. No. station
No. No. No.
[ 2] [ ]
1 [2] [ 1] station station

In order to access network No.2,
It Is necessary to pass through
station No.2 of network No.1.
(Request source — destination)

(2) PC-to-PC network station — remote 1/O station (B)
Routing parameters must be set at the request source 8, relay station 2,

and relay station 5.
Relay station 2

Request source 8

1Ns4

Request source 8

Relay station 2

Relay station 5

Relay station 5§

Destination 7

5R2

1Ns2 2MP1 2Ns3 SMR
Transfer Relay Relay |Intermedi-
destination | network station ate
network No. No. station No.
No. No.
[ 2] [ ] .....
1 [ 8] [1] station station
[ 3] [ ] .....
1 [ 5] [2 station station
[ 1] [ ] .....
1 [ 8] [2 station station

In order to access network No.5,
It is necessary to pass through
station No.2 of network No.1.
(Destination — request source)

In order to access network No.5,
it is necessary to pass through
station No_3 of network No.2.
(Destination — request source)

In order to access network No.1,
it Is necessary to pass through
station No.1 of network No.2.
(Destination « request source)
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3)

5R1

Remote /0 station — station in a PC-to-PC network (C)

Routing parameters must be set at relay station 4 and relay station 2.
Request source 9

Relay station 4

Relay station 4

Relay station 2

Relay station 2

Destination 3

1Ns3

..... In order to access network No.1,
it is necessary to pass through
station No.1 of network No.2.
(Destination — request source)

..... In order to access network No.5,
it is necessary to pass through
station No.3 of network No.2.

| SMR | 2Ns3 2Mp1 | INs2Z

Transfer Relay Relay Inter-

destination | network station mediate

network No. No. station
No. No. No.
[ 1] [ 1]

1 L1 (2] station station
[ 3] [

1 L8] _[ 2] station station

(Destination « request source)
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6.2.3 Group function (PC-to-PC networks only)

The group function is used to write word device data from a station to a
specific group of stations by transient transmission.

Stations in a network can be divided into several groups of stations (up to
a maximum of 9).

Use the group number setting switch on the front of the network module to
make the setting.

[Example] Executing transient transmission from 1Ns2 to the group
comprising 1Ns3, 1Ns5, and 1Ns6:

Group No. 1
1MP1 1Ns2 —_ INs3
A
y
|7
1Ns6 1Ns5 1Ns4
Group No. 1 Group No. 1

— Transient transmissions for which group designation is possible ——

1) ZNWR instruction ...... Writing to other station word devices
(see Section 8.2.1)
2) SEND instruction .......Data transmission (see Section 8.2.2)

3) WRITE instruction ..... Writing to other station word devices
(see Section 8.2.3)

4) REQ instruction ......... Transient request to other station
(see Section 8.2.4)
5) Clock setting ............. Peripheral device (see Section 6.2.10)

[Cautions on executing transient transmission using the group function]
In transient transmission by group designation, it is not possible to confirm
if execution has been completed successfully. If transmission is executed
consecutively, a "receive buffer full (error code: F222)" error may be
generated. To prevent this error, test (debug) adequately and make the
ZNWR instruction execution interval sufficiently long.
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[

6.2.4 Link dedicated instructions

MELSEC-QnA

The link dedicated instructions that can be used for communication with
other stations are indicated in the table below.

Instruction Description PC-to-PC Network | Remote I/O Network | See Section
SEND Sends data. (o] X
9.2.1
RECV Receives data. o X
Reads data from other
READ station word devices. o X
9.2.2
Writes data to other
WRITE station word devices. o X
Executes remote
REQ RUN/STOP and clock (o) X 9.2.3
data read/write.
Reads other station word
ZNRD device data. © X
8.2.4
Writes data to other
ZNWR station word devices. o X
Reads data from buffer
memories of special
ZNFR function modules at o 0
remote 1/O stations.
9.2.5
Writes data to buffer
memories of
ZNTO specialfunction modules o °
at remote 1/O stations.
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6.2.5 Default network designation

Setting the applicable network No. as "254(FEH)" at an intelligent special
function module enables communication with the network of the "valid
module for other station access" set in the parameters.

[Example] In the case below, the AJ71QC24 becomes able to communicate

with stations in network No.2.

Elalid dule for other stati = 3rd module)

\

1st

Network No. 254

2L\dI

3rd 4th

Power QnACPU AT |AJT
supply QCc24 |aLp21

AJ71
AP21

AJT1 AT
QBR11 | QLP21

( Network No.1 ’

‘ Network No.3 }

v

( MELSECNET> l" Network No.2 l
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6.2.6 Clock setting at stations in the network from peripheral devices

It is possible to set the clock at a QnACPU station connected in the
network from a peripheral device.

By designating all stations or a group of stations, you can set the clocks at

more than one station at one time.

This function cannot be used with stations other than QnACPU stations.

The following three types. of designation can be made for stations whose

clocks are to be set.

1)
2)

3)

Station set for Target CPU (see REMARK) in connection designation
Stations in network set for Target CPU (see REMARK) in connection

designation

Stations of group No. of network set for Target CPU (see REMARK) in

connection designation

— Set date/time
3605251 32235251‘\\ i
3. Time [10:53:081 ©9:54:21 Current PC CPU date/time

3. Station te Execute
1.¢»*) Current Station +

2.¢ ) A1l Stations 2)
3.¢ > Specified Group [ 1. ’

[Execute (¥) Canceld(N>

The connection designation screen is shown below.

[Connection Settingl

. PPT Side Interface 3. Target CPU
1.(x) COML 1.<{»> This Station
2.C ) com2 2.C > Uia MELSECNETCII> [ 1ISta
3.< > GOM3 3.<¢ > Via MELSECNET/18
Network #I J-I ISta
4.¢ > Via Serial Com for QnA
2. PC Side Interface 4. Target Memory
1.¢»*> Uia QnACPU 1.¢(»> Internal RAM
2.¢ > Via Serial Com for Qnf 2.¢ > IC Memory Gard ACRAMY

3.¢ > IC Memory Card A{ROM>
4.¢ > IG Memory Cand BCRAMD
5.C > IC Memory Cawrd BCROM>

5. Com Time Check Interval Setting
Cance 1(N>

Space:Select Esc:Cleose

@ DANGER [CAUTION ON CLOCK SETTING]

In systems where QnAGPU and AnUCPU are mixed, never attempt clock setting from a
QnACPU to an AnUCPU.,

If such a clock setting is attempted, the relevant AnUCPU will go into a "MAIN CPU DOWN"
or "WDT ERROR" status and operation will stop.
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6.3 Control Station Shift Function (PC-to-PC Networks)

When the control station in which the common parameters are registered
in a MELSECNET/10 system goes down, a normal station becomes a
sub-control station to continue data link.

(1) Only QnACPU and AnUCPU normal stations can become sub-control
stations.

(2) Data link is temporarily suspended when the control shifts to a sub-con-
trol station. The length of this suspension period varies according to the
station number of the station becoming the sub-control station.

(3) All stations are regarded as faulty stations during the suspension period.
For the conditions during the faulty status, refer to Section 8.1.1.

(4) When the control station recovers, the control returns from the sub-con-
trol station to the control station. Data link is temporarily suspended in
this case also. The sub-control station reverts to a normal station after

the control has shifted.
Control station
shift Sub-control Control Normal
_— station station station

1Mp1 1N2 1Ns3 TMp1 1N2 1Ns3

Control station
recovery
-

1Mp1

| ] I L |1 |
Network No. 1 l:> station E> Network No. 1
[

recovers
| I ] | ]

1Ns6 1NS 1Ns4 1Ns6 NS 1Ns4

(56) By using the "communication error setting" in the common parameters,
it is possible to set the control station not to shift even when it goes down.

(1) When data link at the control station is stopped (stop from a peripheral device), the
control does not shift to a sub-control station.

(2) When the control station goes down, the control shifts to a QnACPU or AnUCPU normal
station at which data link has been stopped (stop from a peripheral device).
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6.4 Multiplex Transmission Function (Optical Loop System)

The multiplex transmission function allows high-speed transmission using
a duplex channel (forward and reverse loops) in an optical loop system.
To use this function, make settings with the "expansion setting" of the
common parameters.

(1) The multiplex transmission function uses both loops to execute efficient
and high-speed transmissions.

1Mp1 1Ns2 N3

CC“ = | [ ?‘D
ll——<——1| |,——<——|| ==p Forward loop

——> Reverse loop

1Ns6

(2) When an error occurs in the transmission channel during multiplex
transmission, either the forward loop or the reverse loop is used to
execute normal or loopback operation for continued data link. The
transmission speed in this case is 10 Mbps.

When the transmission channel recovers, the duplex transmission

function recommences.

1Mp1 1Na2 N3
[ o ] [ o | 1
e |1 N
N\
\\ \
v
!
/'/’
r 1 r=—
| [ —— | P 1 [ ¢~ =mme Forward loop
1 1 1 ] 1 1
=——=> Reverse loo
1Ns6 N5 1Ns4 p

TR

The multiplex transmission function is effective in reducing the link scan time when the total
number of link stations is 16 or more and the link device size allocated with the common
parameters is 2048 bytes or more.

The link scan time becomes 1.1 to 1.3 times shorter when compared with that when the
multiplex transmission function is not used.
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6.5 Reserve Station Function

The reserve station function permits stations that are to be connected in
the future (i.e. stations that are included in the number of stations but are
not actually connected) to be set so that they are not treated as faulty
stations.

Since the "reserve stations" are not treated as faulty, they have no effect
on link scan time.

[Reserved Station Setting]
Reserved Station

Blank : Non—Reserved Sta
1 ]2 |3 |4 |5 |6 |7 |8 |9

68 —1—-1-1-1-

Executedl¥) Cance 1<(N>

Space:Select Esc:Close

l {Cnm Parm  (MELSECNET 14 Control)>(BU Setyl ) l.abel : [
uxiliary Ssttin twork B 1D
NET/18 Contral 1st [0 & a
Link UDI 2000 ms Network # 1 # of Sta ?
ped Range of Sta|IX Ra.naa of Sta
Station | Firet Last First Last
1|r 3-I FF1 [ B)-[ FFl
2 |t 160]-1 1FF] [ 188]-1 1FF]
Displayed 3 |f 3oai-t akr1 |0 Geai: iked
Isplayed on = 201~
5 {{ 488]-[ 4FF] [ 4801~ 1
e e 2e9) 5 |i 2081t crr1 |1 cool-t erel
i SV — Ba1-
whe_n switch 8 | (-t i -t 3
setting made.
tNex F3:BW->%Y1->4¥2-> ksc:Closefl
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6.6 Network Duplication Function (PC-to-PC Networks)

By installing two network modules at every QnACPU - one for operational
use and one for standby use - data link can be continued in the event of an
error at the operational network (a disconnection, for example) by switch-
ing to the standby network.

For details on the program, refer to Section 9.3.

(1) Switching between the operational and standby networks is accom-
plished by the sequence program, which determines whether the
network module refreshed by the QnACPU is the operational module or
the standby module.

Program so that the data link status at each station (SB74, SW74 to 77)
is monitored, and if an error is detected at the operational network, the
standby network module is refreshed.

(2) Set different network numbers for the operational network and standby
network.

[When there is no error at the operational network]
At initial startup, the QnACPU performs special relay (SM) ON/OFF control.

Signal ’ Status Remark
First SM258 (Operational/standby distinction) OFF (Operationa) Controlled by CPU
module SM256 (Refresh from network module to QnACPU) OFF (Refresh performed) Controllgd by user
SM257 (Refresh from QnACPU to network module) OFF (Not refreshed) (except initially, when controlled by CPU)
o o SM260 (Operational/standby distinction) ON _(Standby) Controlled by CPU
module SM261 (Refresh from network module to QnACPU) ON_(Not refreshed) Controlled by user
SM262 (Refresh from QnACPU to network module) OFF (Refresh performed) {except initially, when controlled by CPU)
Station 1 Station 2
Power | QnACPU For For Power | QnACPU For For
supply operational | standby use supply operational | standby use
snzs7 | YSS smzs7 | YSe,
Station
SM262 Y
SM256
SN256 Station SH262
SN256 Station SM257 Stagion
Station Station
SM256 4 SM257 4
T T T
I 1 :
[} ] ]
- S Lo
- ~
7’z A}
4 \
] \
[} [}
[} !
\ [
AY /
N d
~ - -
S~ T T T e T e - ———— - r-
H H H
Power | QnACPU For For Power | QnACPU For For
supply operational standby use supply operational standby use
us use
Stati Station
SM256 ajion SM256 ;
Stati Station
SM258 e SM258 >
SM257
SM256 Station SM262
SM257 _
SM262 SM256 Station
Station 4 . Station 3
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[When there is an error at the operational network]

The QnACPU does not automatically control special relays (SM). Control

special relays (SM) with the sequence program.

Signal Status Remark
First SM255 (Operational/standby distinction) OFF (Operational} Controlled by CPU
module SM256 (Refresh from network module to QnACPU) ON (Refresh performed) Controlied by user
SM257 (Refresh from QnACPU to network module) ON_(Not refreshed) (except initially, when controlled by CPU)
- R SM260 (Operational/standby distinction) ON_(Standby) Controlled by CPU
module SM261 (Refresh from network module to QnACPU) OFF (Not refreshed) Controlled by user
SM262 (Refresh from QnACPU to network module) OFF (Refresh performed) | (except initially, when controlled by CPU)
Station 1 Station 2
Power | QnACPU For For Power | QnACPU For For
supply operational | standby use supply operational | standby use
use use
Stati Station
SM262 e jon SM261 1
Stati Station
SM261 won SM262 2
Stati Stati
SM261 ra SM261 Pl
Stati Station
SM261 tion SM261 "
i H 1
wd  Ltmmmmalbec et e e e = Lo
’ -~ - -~ N .
4 \
1 A
]
e 3 ;
AY /
~ ,
~ - '
S=q e e e mmm e mmm e m e mm e m— e mm——— - A r-
1 1 1
H : :
! l L I
Power | QnACPU For For Power | QnACPU For For
supply operational | standby use supply operational | standby use
use use
Stati ' Stati
SM261 tafion SM261 Jen
Stati Stati
SM261 ation smze1 on
Stat Stati
sM261 on SM262 ation
SM262 Station SM261 Station
Station 4 Statlon 3
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6.7 Duplex Masters

Using a duplex remote master station and duplex remote submaster station
allows continued control of the remote 1/O stations by the duplex remote
submaster station if the duplex remote master station goes down.

Even when the duplex remote submaster station recovers, control by the
duplex remote submaster station is continued.

If both the duplex remote master station and duplex remote submaster
station develop faults, data link is stopped.

(1) Situation when the duplex remote master station and duplex remote
submaster station are mounted at the same PC CPU

(a) Network module backup is possible.

(b) If the network module at the duplex remote master station becomes
faulty, the duplex remote submaster station automatically takes over
control of the remote I/O stations. (When the power is OFF and when
the QnACPU becomes faulty, it is not possible to control the remote
I/O stations.)

Duplex remote master station Duplex remote submaster station
(1DMR) (1DSM

1))
Power| QnACPU AJ71 AJ71
supply aP21 | ap21
d| el
Power| AJ72QLP25 Power | AJ72QLP25
supply i7o | 1/o supply 170 | i/0
Remote 1/O station (1R2) Remote 1/O station (1R3)

(Duplex remote master station ] ‘ Duplex remote subm:«):ster station )
MRr1

Power| QnACPU AI71
supply 1 QLP21 | The duplex remote submaster
station automatically controls
the remote I/O stations.
Power| AJ72QLP25 Power| AJ72QLP25
supply o | 1o supply 1/0 | 1/0
Remote |/O station (1R2) Remote I/O station (1R3)

6-~39
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(2)

Situation when the duplex remote master station and duplex remote

submaster station are mounted at different PC CPUs

(a) The power supply, CPU, and network module can be backed up.
I/0 modules and special function modules at the duplex remote
master station cannot be backed up.

(b) If the duplex remote master station becomes faulty, the duplex
remote submaster station automatically takes over control of the
remote /O stations.

(c) The duplex remote submaster station continually receives data
sent from the remote I/O stations (M«<R: X, R, W) even when the
duplex remote master station is normal.

(d) Since the duplex remote master station and duplex remote
submaster station exist at different PC CPUs, in order to enable a
continuation of remote /O station control on switching to the duplex
remote submaster station, i i i

_exchange between the duplex remote master station and duplex
remote submaster station. (Information exchange is conducted in
the same way as in a PC-to-PC network.)

Duplex remote master station (1DMR) Duplex remote submaster station (1DSMr1)

Power QnACPU AT Power QnACPU AJ71

supply QLP21 Information Supply QLP21
exchange

Conditions under which control
shifts to the duplex remote
submaster station.

(1) The QnACPU power supply
has gone OFF.

(2) An error which prevents
continued operation of the
QnACPU has occurred.

(8) The network module has
become faulty.

==
Power | AJ72QLP25 Power | AJ72QLP25
supply 170 | /O supply /o | /0
Remote 1/0O station (1R2) Remote 1/O station (1R3)
~
Duplex remote master station Duplex remote submaster station
( R) : ’ (1DSMR1)

Power

supply
—

Power | QnACPU | AJ71

l:r‘/\ supply QLp21

o
J Q '
T [ 4

Power | AJ72QLP25 Power | AJ72QLP25
supply o | vo supply 170 | /o
Remote 1/0O station (1R2) Remote 1/0O station (1R3)

NOTES|

(1) Make sure that the duplex remote submaster station is started up

(2) By resetting the duplex remote master station (or turning the power

last.

OFF) when the status of the duplex remote submaster station is
normal, data link operation at the duplex remote master station can
be recovered. However, data link is suspended temporarily.
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Duplex remote
master station

(e) Communication between the duplex remote master station/duplex

remote submaster station and remote 1/O stations

1) Inputs (X) are sent to both the duplex remote master station and

the duplex remote submaster station.

2) Outputs (Y) are normally controlled from the duplex remote master
station. If the duplex remote master station goes down, they are
controlied from the duplex remote submaster station.

3) Information exchange is conducted between the duplex remote
master station and the duplex remote submaster station so that
remote 1/0O control can be conducted continually with B/W/X/Y

devices.

Duplex remote

Duplex remote
submaster station

master station

Duplex remote
submaster station

r r el | a5 A
1 ] ] ] 1
! oo oo Y
! i Actual ! 1 Actual i
3) Information; H 1[¢) H 3 Inf " H Vo :
exchange . iz : | o iormation | :
' W ' ; T ey i
: \\\ \ : : : R :
I\ i : : !
i i i i |
] 1 ] ] 1
] 1 1 I
] 1 ] 1 ]
: ! L :
1 1 ] ]
1 1 ) ] 1
] I 1 ] ]
: | AFFF : VAFFF H
Liccceceeee=e=-d = e faaaaaa | I U U, P A
DV ) 2) 1)

F=—===7=== NI i

; i H Yoo

1 1 1 1

1 1 1 ]

] 1 ] ]

] 1 ] I

] 1 ] 1

] 1 1 1

] 1 ] ]

1 1 ] ]

] ] ] 1

1 ] ] 1

1 1 ] 1

| 7FF ] i TFF .

Lecccccccw - | I od

Remote |/O station

-

Duplex remote
master station

Remote /O station

6 — 41

Remote /O station

Duplex remote
submaster station

Remote /O station
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POINTS |

(1) The distinction between duplex remote master station (DMR) and
duplex remote submaster station (DSMR) is made by setting the
station number and condition setting switches.

* Duplex remote
master station (DMR)........... Station No.: 0
Condition setting switch SW1: ON

¢ Duplex remote
submaster station (DSMR)....Station No.: 1 to 64
(cannot duplicate the number of a
remote I/O station)
Condition setting switch SW1: ON,
SW2: OFF

(2) Since the duplex remote submaster station occupies one station,
the number of remote I/O stations is as follows:
+ Optical loop system............. 63 stations
» Coaxial bus system.............. 31 stations
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6.8 Parallel Masters (Remote I/O Networks)

This configuration allows data link cables to be shared by two remote /O
systems and therefore reduces cabling costs. It also reduces the load on
the remote master station.

(1) ltis not possible for the parallel remote I/O station and parallel
remote submaster station to control the same remote 1/O station.

(2) Information exchange is possible between the parallel remote master
station and the parallel remote submaster station.

Parallel remote master station Parallel remote submaster station
(1PMR) (1PSMg1) .
Power QnACPU AJ71 Power QnACPU AJ71
supply QP21 - supPly QP21
Information
exchange
AN

~——
~

——— Pt
S~ Control not -
\\X possible x—/

——— ’—’

d”’—

T
- e

al M= =14
Power | AJ72QLP25 Power | AJ72QLP25 Power | AJ72QLP25 Power | AJ72QLP25
supply o | 170 | JsuePY /o | 1fo [ [suPPY o | /o supply yo | 1o
Remote I/O station (1R2) Remote 1/O station (1R3) Remote I/O station (1R4) Remote 1/O station (1R5)
: When the parallel remote master station
When the paraliel remote master station .
((1PMR) goes down, output is turned OFF.J [SFPFSMR” goes down, output is turned J
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(3) Communication between parallel remote master station/parallel
remote submaster station and remote |/0O station.
(a) X/Y communication

Paralle! remote Parallel remote
master station master slat_ion
i h
| X Y 1
0 |
! Actual !
‘ vo i
Information ' '
exchange 1 '
—
; i
] [}
] ]
1 ]
1 1
1 1
] 1
[} 1
|
1]
i H
] t
1 l
1 ]
| 1FFF '
U, o
| pttetetiatendiad |
) ] 1
1 X Y ] H
! t
] } I
|
1 [} [}
1 I ]
1 | ]
] ] ]
] ] ]
t i ]
t H 1
[} t ]
| TFF ‘ |
bt e e e e = -
Remote 1/O station Remote 1/0O station
(b). B/W communication
Paraliel remote Parallel remote
master station _ _nla_sge_l_' §t_at_ign_ _
3 K
1
: o B H
|
: Actual :
Information i o '
exchange ! :
I '
T {
i i
1 |
[} |
[} 1
1 |
] 1
1
] 1
| 1
1 1
] ]
] [}
] [}
] 1
| :
O d
| mheiadiainth et A
| ]
] ]
1
1 1
| T
] |
] [}
] ]
1 ]
1 ]
i ]
1 ]
1 i
| 7FF |
e e —— .
Remote 1/0 station Remote |/O station
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POINTS

(1) The distinction between parallel remote master station (PMR) and
parallel remote submaster station (PSMR) is made by setting the
station number and condition setting switches.

e Parallel remote o
master station (PMR)........... Station No.: 0
Condition setting switch SW1: ON
» Parallel remote
submaster station (PSMR).... Station No.: 1 to 64
(cannot duplicate the number of a
remote I/O station)
Condition setting switch SW1: ON,
SW2: ON

(2) Since the parallel remote submaster station occupies one station,
the total number of remote 1/O stations that can be controlled by
a parallel remote 1/O station (PMR) and parallel remote submaster
station (PSMR) is as follows:
» Optical loop system............. 63 stations
e Coaxial bus system.............. 31 stations
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6.9 RAS Function

The "RAS" of the RAS function stands for Reliability, Availability, and
Serviceability. This refers to the comprehensive usability of automated

equipment.

6.9.1 Automatic on-line return function

When an off-line station recovers from a fault, it automatically returns to

the on-line status and restarts data link.

Details on the data link communication status and the return to online

status of a faulty station are given below.

(1) When the control station is down

The control station is set off-line. The normal stations continue data link

according to the setting for the control station shift function as follows
(a) When the control station shift function is set

The sub-control station takes over the control of data link, and both

cyclic transmission and transient transmission can be executed.
(b) When the control station shift function is not set

The control does not shift to a sub-control station, cyclic transmission

is discontinued, but transient transmission can be continued.

Control Station Shift Function Is Set

Control Station Shift Function
Is Not Set

Data link is continued by the
sub-control station.

Cyclic transmission is suspended
until the control station recovers.
Transient transmission is continued.

(2) When the control station recovers

Data link is restarted according to the parameter settings at the control

station.
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6.9.2 Loopback function (optical loop system)

Optical loop systems use a duplex channel. When a fault occurs in the
channel, the faulty part is bypassed by switching between the forward and
reverse loops or by executing a loopback operation to maintain the data
link with the available stations.

(1) When normal
Either the forward loop or the reverse loop is used for data link.

1Mp1 1Ns2 1N3
T T H Forward
1] , I T 1
— 1L =
loop
1 o — 1
Pl R —> Transmission
direction
1Ns6 INS 1Ns4

(2) When abnormal
(a) Forward loop (reverse loop) is faulty
The reverse (forward) loop is used to continue data link.

TMp1

1Ns2 N3

Disconnection

(b) Stations are down
Data link is continued except with the stations that are down.
When two or more stations are down, the stations between the down
stations are also excluded from data link. However, if there is a
QnACPU station, it becomes a sub-control station and data link can
be continued. '

Loopback

TMp1 1Ns2 N3 1Mp1 1Ns2 IN3
= T 1 I 1 T 11 ]
l__c:_l Lo H |.\ ~ e S I d
~,
W\
/’ )
_____ e ——
4 1 I . 1
il i i | r il i | |
1Ns6 1N5S 1Ns4 TNs6 INS 154
Loopback Data link Sub-control
impossible station

6 —47
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(3) Precautions when using an optical loop system
(a) When a cable is connected or disconnected, the line in use (forward
loop or reverse loop) may be switched.

(b) When loopback is executed due to a disconnection, both the forward
and reverse loops may become normal, depending on the conditions
of the disconnection.

The normal/abnormal status of the forward/reverse loops is determined
by the status of "RD" of the loopback station.

Example: When a forward loop cable between stations 1Mp1 and
1Ns2 and a reverse loop cable between stations 1Ns4 and
1Ns5 break, data link is continued by loops
1MP1 - 1Ns5 - 1Ns6 and 1Ns2 - 1Ns3 - 1Ns4 (see below).

1) Inthe 1MP1 - 1Ns5 - 1Ns6 loop Both the

1MP1 : both the forward and reverse loop is normal. forward ﬁ,’;‘;s
1Ns5 : both the forward and reverse loop is normal. are normal.
2) Inthe 1Ns2 - 1Ns3 - 1Ns4 loop ) Both the

1Ns2 : forward loop is faulty, and reverse loop is normal. | forward and
. : reverse loops
1Ns4 : forward loop is normal, and reverse loop is faulty. | are fanity.

1MP1 1Ns2 1Ns3
J/Loopback ] I Loopbackk ,"’/ -
s _ 2y AR
Fwd | Rvs || Rvs | Fwd Fwd | Rvs || Rvs | Fwd Fwd | Rvs |{ Rvs | Fwd
RD | SD RD | SD RD | SD || RD | SD RD | SD {{ RD | SD

Fwd | Rvs || Rvs | Fwd Fwd | Rvs Rvs | Fwd Fwd | Rvs || Rvs | Fwd
SD | RD SD | RD SD | RD SD | RD SD | RD SD | RD
L3 p ) H % 7 ] /

\ \\__,' "' —er e
‘\‘_ ’,"' T Loopback | l Loopback T

1Ns6 1Ns5 1Ns4
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6.9.3 Preventing stations going down due to external power supply failure
(PC-to-PC network : optical loop systems)

By supplying power (24 VDC) directly to a network module from an
external source, loopback can be prevented, which means that if more
than one station goes down, stations between down stations do not also go
down. (The AJ71QLP21S is a network module that can accept an external
power supply.)

In addition, data link can be conducted normally even if the distance
between one operational station and the next (1Ns2 and 1Ns4, 1Ns4 and
1Ns6) is greater than 1 km (3280.84 ft.).

External . [] External | External
1Mp1 power supply 1Ns2 power supply 1Ns3 power supply
Power | QnACPU | AJ71 Power | QnACPU | AJ71 Power [ QrACPU | AJ71
supply QLP21S supply QLP21S | supply QLP21s
1km (3280.84 ft.) 1km (3280.84 ft.)
Power | QnACPU | AJ71 Power [ QrACPU | AJ71 Power | QnACPU
supply QLP21S supply QLP21S supply
© INsB NS5 1Ns4
— External — External —| External
— | power supply | power supply | power supply

If 1Ns3 and 1Ns5 are network modules which do not have an
external power supply (AJ71LP21), they will go down because
they are sandwiched between stations that have gone down.

Loopback station

1MP1 1Ns2 1Ns3

\\ \

N,
.,

1Ns6 INs5 1Ns4

Loopback station Down
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6.9.4 Station separation function (coaxial bus system)

When a station goes down due to power failure, the station is separated
and data link is executed with the available stations.

However, in the event of a cable disconnection, normal communications
are not possible because there is no longer a terminal resistance.

(1) When normal

1Mp1 1N2 1Ns3 1Ns4
Terminal Terminal
resistance resistance

(2) When abnormal
Data link is continued with the down station excluded.

1Mp1 1N2 1Ns3 1Ns4

POINT|

When a cable is disconnected, data link becomes impossible because
there is no terminal resistance.

1Mp1 N2 [ | 1Ns3 1Ns4
I

Disconnection
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6.9.5 Transient transmission during PC CPU error

Even if an error that stops operation of the PC CPU occurs during system
operation, transient transmission continues because the network module is

normal.
The nature of the error at the relevant station can be checked from another

station using a peripheral device, for example.

OPERATION ERROR

Power | QRACPU | AJT Power | QRACPU | AJT1

supply aLpz1 supply QP21
A

Power QnACPU AJ71 Power QnACPU AJ71

supply QP21 supply QP21

-

[Current error display]

No. Errer message Time
4101 OPERATION ERROR 95-08-07
Error step : 1013 14:27:583

device

N

The statuses of transient transmission and cyclic transmission are
indicated in the table below.

Rank PC CPU Status Cyclic Transmission | Transient Transmission
< RUN .
Minor (e.g. low battery voltage) Continues Possible
Moderate STOP (e.g. WDT error)
. Stopped
. Control not possible
Major (e.g. RAM error) Error returned
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6.9.6 Confirmation of transient transmission error detection time

When transient transmission (SEND, READ, WRITE, REQ instructions) is
completed in an error status, it is possible to check the time at which the
error was detected, the network No. where the error was detected, and the
station No. at which the error was detected.

For details on instructions, see Section 9.2.

\ Request source

Power | QRACPU | AJ71 Poer | QraCPU | AI71
Supply QP21 supply QP21

""*.l ;l Station where I
Power nACPU | AJ71 Power nACPU | AJ71 i|{AJ71
a::ﬁy Q QP21 supply Q QLP21E QBR11 error detected

k X |
Powsr QnACPU AJ71
supply QBR11

Destination

POINTI

If an AnUCPU (AJ71LP21, AJ71BR11) station detects an error, the
time, network No. where the error was detected, and station No. where
the error was detected are not recorded.
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6.9.7 Diagnosis function

The diagnosis function allows confirmation of the line status and switch
settings at the network module.
The diagnosis function is subdivided into the following two tests:

1) Off-line test conducted at the network module in isolation
2) On-line test conducted from a peripheral device

POINT

The on-line test and the off-line loop test must be conducted when the
network module is on-line (when the "T.PASS" LED is lit). If the test is

conducted at an off-line station, an error occurs.

(1) Offline test

The hardware of the network module and data link cables can be
checked by setting the network module to the test mode when the system
is started up.
No special parameter settings are required to conduct the test.

! . Optical Coaxial .
Item Description Loop System | Bus System See Section

Checks the hardware

Hardware test inside the network (o] (o] 4.4.1
module
Checks the hardware
of the network module

Internal in isolation, including

self-loopback the send and receive O o] 4.4.2

test circuits of the
communications
system.
Checks the hardware
of the network module

_ in isolation, including

ts:sltf loopback the send and receive 0 O 4.4.3
circuits of the
communications
system and the cables.

Station-to- Checks the line

station test between two stations © ° 4.4.4
Checks the line status

Forward
of the forward and

:ggpl:::terse reverse loops with all 0 X 445

P stations connected.
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(2) Online test
The line status, network module settings, etc., can be checked easily
using a peripheral device.
If trouble occurs while the system is operating, diagnosis can be
performed while the network is still online.

Optical | Coaxial Data Link Status

confirmation test

Item Description Loop Bus Cyclic and Transient Sesc?ieon
System | System Transmission
Loop test Checks the cable status. o X Suspended 4.5.1
Setting Checks the switch settings, e.g. for
confirmation test control station or station No. duplication. 0 ° Suspended 4.5.2
Station order Checks the order of stations in the o X Suspended 4.5.3

forward and reverse loop directions.

Communication
test

Checks if transient transmission can be
conducted normally. : : .

Checks whether the routing parameter ° ° Continues 4.5.4
settings are normal or have an error.
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7.

PARAMETER SETTINGS

In order to operate a MELSECNET/10 system, parameter settings
generally have to be made at a peripheral device. However, depending on -
the system, parameter settings at a peripheral device may not be required.

-QnA

(1) The parameter settings for each module type are shown in Table 7.1.
For details on how to set each parameter, see the sections from Section

7.2 onward.

Table 7.1 Parameter Settings for Each Module Type

PC-to-PC Network Remote 1/0 Network
Module Type
N 3) %) 5) o | » 8) %)
. Duplex Master Parallel Master See
Control Station femot System System Seetion
mote
Default g?;:?:rl‘ Ssttaar:?ob: Master | Duplex Duplex | Parallel | Paratlel
Parameters Common Station | Remote Remote Remote Remote
. | Parameters Master | Submaster | Master | Submaster
Parameter Setting Station | Station | Station | Station
Number of modules 72
settings :
Head A A ® A A
1/O No.
Network )
No. ® ® ® ®
Network 73
settings Total :
number
of
(slave) X X X X X
stations
in link
Network refresh 3
parameters a A A X A A P A A 7.4
Common parameters X ® X [ ] [ J X ® X 7.5
Station-specific
parameters A A A X X X X X X 7.6
/0 allocations X X X X A A X A X 7.7
Transter parameters 2 2 o2
for data link A A A X X X X X X 7.8
Routing parameters A PaN AN X A A A A A 7.9
® : Must always be set
A : Set if necessary
X : Setting not necessary
*{ . Set the transmission range for each station with the network module
switches (see Section 7.1).
*2 : Only when 2 or more of 1) 2) 3) are mounted.
*3 - This is "X" when there is a duplex remote master station at the same

CPU.

POINTI

If more than one network module is installed with a QnACPU, parameter
settings will have to be made from a peripheral device if "®" is indicated

in the table above for either of the modules.
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(2) The concept for parameter setting is explained below.

— Meanings of [A] to [C] in the explanation
[A] ....... Module type in number of modules settings
(including module type selection step)
B ....... Condition under which parameters need not be set at a
peripheral device
[C]...... Parameter setting item

(a) PC-to-PC networks
1) Two-tier system (communications in accordance with default

parameters)
A] 1. MELSECNET/10 (Defalt) EA] 1. MELSECNET/10 (Normal station)
B] When the network refresh B] When the network refresh
parameters are the default values parameters are the default values
and station-specific parameter and and station-specific parameter and
routing parameter settings are not routing parameter settings are not
required. required.
[C] See 1) in Table 7.1. [C] See 3) in Table 7.1.
Power QnACPU Control . Power| QnACPU Normal
supply station supply station
Defauit
parameters
PC-to-PC network
2) Two-tier system (communications in accordance with common
parameters)
[A] 1. MELSECNET/10 (Normal station)
[A] 2. MELSECNET/10 [B] When the network refresh
(Control station) parameters are the default values and
[B] Common parameters station-specific parameter and routing
are required. parameter settings are not required.
[C] See 2) in Table 7.1. [C] See 3) in Table 7.1.
Power QnACPU Control Power QnACPU Normal
supply station supply station
Common
parameters

PC-to-PC network
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MELSEC-QnA
3) Duplex system
[A] B. MELSECNET/10 [A] B. MELSECNET/10
<Wa|1tIDupIex/ParaIIel> <Wait/Duplex/Parallel>
[A] 2. MELSECNET/10 Inter PC Link Waiting [A] 1. MELSECNET/10 Inter PC Link Waiting
<Control> - Station in Unit #[1] <Normal> Station in Unit #[1]
[B] Common parameters| | [B] Standby station settings [B] Standby station [B] Standby station settings
are required. required settings are required. are required.
[C] See 2) in Table 7.1. [C] See 4) in Table 7.1 [C] See 3) in Table 7.1. [C] See 4) |n Table 71
Power QnACPU " Control Standby Power QnACPU Normal Standby
supply station station supply station station

Common
parameters

, I | I\
n case o . )

m——————

communication based -
on default parameters K

Y \ K

[A] 1. MELSECNET/10 <Default>
[B] Standby station

settings are required.
[C] See 1) in Table 7.1

4) System that increases the number of link points (more than one
module with the same network No. installed)

[A] 2. MELSECNET/10 [A] 8. MELSECNET/10 [A] 3. MELSECNET/10 [A] 3. MELSECNET/10
<Control> <Normal> <Normal> <Normal>
[B] Network refresh [B] Network refresh [B] Network refresh [B] Network refresh
parameters have to parameters have to parameters have to parameters have to
be chang be changed. be changed. be changed.
[C] See 2) |n Table 7.1 [C] See 3) |n Table 7.1 [C] See 3) in Table 7.1 [C] See 3) ln Table 7.1
Power QnACPU Control Norma! Power QnACPU Normal Normal
supply station station supply station station
In case of | | | I | I
communication
based on default PC-to-PC network
parameters
Y

[A] 1. MELSECNET/10
<Default>

[B] Standby station settings
are required.

[C] See 1) in Table 7.1
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(b) Remote /O network
1) Two-tier system

[A] 4. MELSECNET/10
<Remote Master>

[B] Common parameters are
required. )

[C] Ses 5) in Table 7.1

\

Power QnACPU Remote
supply master station
Remote 1/0 network
Power| Remote /O [[{e] 1o Power| Remote I/0 170 /0
supply station supply station

2) Duplex master system (system where duplex remote master
station and duplex remote submaster station exist at the same
QnACPU)

[A] B.MELSECNET/10

[A] B.MELSECNET/10 <Waitl/DupIex/Paralle|>

<Wait/Duplex/Paralle!>
4. Duplex Remote Submaster

2. Duplex Remote Master 1. < > No Remote Master in this CPU
[g} g°mg‘°." F%afbalmgtﬁfs required. 2. <*> Remote Master is #[1] unit in this CPU
ee 6) in Table 7. [B] Common parameters required at duplex

remote master station.
C] See 7) in Table 7.1

Powerl QnACPU Duplex remote | Duplex remote
supply] master station submaster
station

Remote 1/0 network

l |

Power] Remote /0 | VO /{e] Power| Remote I/O 170 170
supply station supply station
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3) Duplex master system (system where duplex remote master
station and duplex remote submaster station exist at different
QnACPUs)

(TA] B.MELSECNET/10 )
<Wait/Duplex/Parallel>

[A] B.MELSECNET/10 4. Duplex Remote Submaster
<Wait/Duplex/Parallel> 1. < > No Remote Master in this CPU
2. <»> Remote Master is #[1] unit in this CPU
[B] When the network refresh parameters are
the default values and routing parameter

2. Duplex Remote Master
[B] Common parameters are

required. settings are not required.
[C] See 6) in Table 7.1 . L[C] See 7) in Table 7.1 X )
Duplex remote
P
Powerl GAGPU | Duplex remote Power | QnACPU | *imaster
Remote 1/O network
Power| Remote /O | /O /{e} Power | Remote I/O 170 [I{e]
supply station supply station
4) Parallel master system
[A] B. MELSECNET/10 [A] B.MELSECNET/10 <Wait/Duplex/Parallel>

(Stan?by/Duplex/Parallel)

5. Parallel Remote Submaster
[B] When the network refresh parameters are
the default values and routing parameter

3. Parallel Remote Master
[B] Common parameters are

required. settings are not required.
[C] See 8) in Table 7.1 [C] See 9} in Table 7.1 :
Power| QnACPU |Parallel remote Power{ QnACPU Pa;ﬁl!f,'.;i{:?‘e
supply master station supply station

I ]

Remote 1/0 network

| I

Power | Remote 1/O /0 170 Power | Remote /O /o] //e]
supply station supply station
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7.1

Number of

Default Parameters

The transmission range for each station executing cyclic transmission can
be allocated using the condition setting switches (DIP switches) on the
front face of the control station’s network module. This makes it
unnecessary to set the common parameters at a peripheral device.

(1) The default parameters set the total number of points and the total
number of stations.
The number of B and W points that can be allocated to each station is
indicated in the table below.

Numbers of B and W Points per Station

Total
Number of
Points
2k Points 4k Points 6k Points 8k Points
(2048 Points) | (4096 Points) | (6144 Points) | (8192 Points)
Total
Number of
Stations
8 stations 256 points 512 points 768 points Setting error+
16 stations 128 points 256 points 384 points 512 points
32 stations 64 points 128 points 192 points 256 points
64 stations 32 points 64 points 96 points 128 points

/\/

Error occurs because
the total number of link
points per station
exceeds 2000 bytes.

(2) Control station network module setting (AJ71QLP21(S), AJ71QBR11)

OFF

ON

FC

REMOTE

N.ST/D.S.MIMING/P.SM

PRM

D.PRN

stations
Total number

(8, 18, 32,

STATION SIZE

64, )

of points

(2,4, 8,

LB/LW SIZE

8K)

nnRnnLEn);

ON

o || o] s i nof — |2

|

ON

OFF : PC-to-PC network (PC)
: Control station (MING)
: Default parameters (D.PRM)

Settings are fixed if
default parameters
used

The number of stations and total number of points are determined
by the settings for SW4 to SW7, as follows:

SW4 OFF 8 ON 16 OFF 32 ON 64
SW5 OFF stations OFF stations ON stations ON stations
SWé OFF 2k ON 4k OFF 6k ON 8k
sw7z | orr | Points I oo | points [T 0" points [T S T points I
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(3) Note that communication using the default parameters differs from
communication on the basis of common parameters set at a periph-

eral device in the following respects.

(a) B/W addresses are allocated from "0" in station No. order.

(b) X/Y communication is not possible.

(c) Communication errors will occur if stations that do not actually

exist are set.

(d) If auxiliary settings are made, processing will conform to the

default values.

Auxiliary Setting Item

Setting

WDT time

2000 ms

Constant link scan

Not executed

Multiplex transmission

Not executed

Max. number of stations returned in one scan Two
Max. number of transient transmissions in one scan Two
Max. number of transient transmissions in one station Two
Data link by submaster station if master station goes down Executed
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7.2 Number of Modules Settings

Information on the network modules mounted to the QnACPU, the number
of data link modules, and the module types, is set in these settings.

(1) ltems to be set
(a) MELSECNET (ll, /10)
Set the number of network modules (MELSECNET/10) or data link
modules (MELSECNET(Il)) mounted to the QnACPU here.
The types of network modules and data link modules are as follows.
e MELSECNET/10 network modules....... AJ71QLP21, AJ71QLP21S,
AJ71QBR11
o MELSECNET(Il) network modules....... AJ71P22, AJ71R22,
AJ71AP22, AJ71AR22,
AJ71AP21, AJ71AR21
» MELSECNET/B data link modules....... AJ71AT21B
(b) Module type
Set the types of modules mounted.
For details on the module types set at each station in each system,
see Section 7 (2).
The method for selecting module types is as follows.
1) After setting the number of modules, locate the cursor at the
number of the module whose type is to be set and press the
[Enter] key; the module type selection screen W||| be displayed.
[# of Units Settingl Lahe 1

1. MELSECNEI(II./18> Unit(s>I3
1. Unit 1<MELSECNEI/10 (Control))

+——1— Cursor
3 Unit 3< >

4. Unit « >
2. Valid lln:l.t at fAccessing Other St [11
Gancel<N>

Space:8elect Esc:iClose

2) Set an asterisk in the parentheses at the module type to be
designated and press the [Enter] key; the number of modules
setting screen will be redisplayed with the module type displayed.
This completes the setting.

{.(+> MELSECMET-18 (Dcfaunltd -
MELSECNET/18  (Control Station) There are two ways to affix an
3 ¢ > MELSECNEI/1@ <(Normal Stationd asterisk "**.

MELSECNET/18  (Remote Master) .
(Master Station) 1) Press the corresponding key

MELSECNET
HELSECNE‘III Cmp{Master Station) among [1] to [B]
HELSEGNET . e T veeiony 2) Move the cursor and press the

MELSECNETII Cnmp(Local Station) [Space] key.
MELSECNETI1 (Local Station)

® DoooUAWNE
o iwe e

~ /\f\’\l\l\f\l\

AV VA VAN VASIVAYS

MELSECNET /10
(Wait/Duplex/Parallel)

Cance (N>
S
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3) If "B" is selected, the screen shown below is displayed.
In this case too, set an asterisk in the parentheses at the module
type to be designated and press the [Enter] key; the number of
modules setting screen will be redisplayed with the module type
displayed. This completes the setting.

Display on the number of modules
setting screen
Vaiting Station in Unit #[11-----1-- = MELSECNET/10
2.C > Duplex Remote Master -cc-cccccmccccmmmmcmeaaadan
3.C > Parallel Renmote Master -~ - - - oo oo mimaaeea - : mgtgggusg}g
4.¢ > Duplex Remote Submaster.---- - - - ccccecccna-d-n -+ MELSECNET/10

1.¢{»*> No Remote Master in this CPU
2.¢ > Remate Master is #[1] unit in this CPU
5.¢ > Parallel Remote Submaster_ - - - - o cccccmca--}-- -+ MELSECNET/10

Cancel<N>

Space:Select Esc:Close

(c) Valid Unit at Accessing Other St
Set the_module to be accessed when the system is accessed from a
peripheral-device (SW4GP-GPPA, SW2IVD-GPPA, etc.) or special
function module (AJ71C24-88, AJ71UC24, AD51H-83, etc.) that is
not QnACPU-compatible. '
However, if only peripheral devices (SW2IVD-GPPA) and special
function modules (AJ71QC24, AJ71QC24-R2, AJ71QC24-R4) for
which a network No. can be set are used, make a dummy setting.

[Example] When "3" is set for the valid module for other station access:

ist 2nd 3rd 4th
module module module module
Power | - QrACPU AJT AT AJTA AT AT
Peripheral supply QP21 | AP21 QBR11 | QP21 | c24-S8| .| External

device

r device

(LR
1

Access Request Source Acg:;zrps‘::ts'&';e, Method for Other Station Access
. The network designated in the valid module for
SWAGP-GPPA 0 other station access setting is the one accessed.
Peripheral
devices Station designated by PC No. can be accessed
SW2IVD-GPPA o] irrespective of the setting for the valid module for
other station access.
AJ71C24 (S3/56/S8) (o}
AJ71UC24 (o}
The network designated with the valid module for
Special AD51 (83) [o] other station access setting is the one accessed.
function
modules AD51H o -
AD51H-S3 (not compatible with AnUCPU) (o}
AD51H-S3 (compatible with AnUCPU) X Only the host station can be accessed.
AD57G (S3) o}
AB4GOT (o} :
The network designated with the valid module for
GoT A77GOT (S3) (o] other station access setting is the one accessed.
A77GOT-S5 (RS422 connection) (6]
A77GOT-S5 (bus connection) (o]
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(2) Setting example
An example showing how to set the number of modules settings
is presented below.
(a) Example system configuration

Control Normal Standby
station station station

Power | aQnaCPU | AJ71 AT AIT1
supply Qw21 | oBR11 | aERn

Valid module for
other station access : 1st module

1MP1 2Ns2 3Ns2

Network No.1 I Operational network (network No.2)l
| | l Standby network (network No.3) I
1NsB to 1Ns2
2Mp1 3MP1 to 2Ns5 3NsS

(b) Setting screen
The setting screen for the example system configuration given above
is shown below. ’

[f of Units Settingl

H. HELSECNETCII,.- 18> Unit<{s)[&]]

1. Unit 1<{MELSECNET/i8 <Contrel))>
2. Unit 2<{MELSECNET/18 <(Mormal )>
. Unit 3{MELSECNET/18 <(Wait >>
. Unit &« >
2. Valid Unit at fccessing Other St [11]

CancelCN>

Space:Select Esc:Close

ot

——— Detailed settings for standby station

[Uait /Dupiex/Parallel Settirig]
IO TITTEIGATYIY Vaiting Station in Unit RI21

2.¢ > Duplex Remote Master
3.< > Parallel Remote Master
4.¢ > Duplex Remote Submaster
1.¢(»*) No Remote Master in this CPU
2.¢( > Remote Master is #I1] unit in this CPU
5.< > Parallel Remote Submaster

Cance1<N>

Space:Select Esc:(lase

Indicates that it
is the standby
station for a
normal station.
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7.3 Network Settings

The network settings set the head 1/0 No., network No., and total number
of link stations, for each of the module types set in the number of modules

settings.

(1)
(a)

ltems to be set

1st I/O #
Set the head 1/0 No. for each of the module types set in the number
of modules settings. (E.g., for "X/Y130 to 14F", set 130.)

POINT|

Please note that this is different from the setting method with AnUCPU
(which uses the upper two digits of a three-digit expression).

(b)

(c)

Network No.

Set the network No. for the network module so that it agrees with

the network No. setting switch setting.

Note that care is required in the case of the following module types:
1) Standby station.............ccoeeeeiiiinnnil. Must have different network

" No. from operational station
Must have same network
No. as duplex remote master
station

Must have same network
No. as parallel remote master
station

2) Duplex remote submaster station......
3) Parallel remote submaster station.....

# of Station (Slave)

Set the number of stations performing data link.

1) Control station.............ccc.ccoeiennnnn, Total number of stations
(control and normal)

2) Remote master station...................... Total number of remote I/O

' stations

3) Duplex remote master station............ Total of duplex remote
submaster station and remote
I/0 stations

4) Parallel remote master station........... Total of parallel remote
submaster station and remote
I/0 stations
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(2

MELSEC-QnA

Setting example

An example showing how to set the network settings is presented
below.

(a) Example system configuration

Control Normal Standby
station station station

Power | QrACPU | A1 AT AT
supply awPz1 | @BR11 | @BRM

1Mp1 2Ns2 3Ns2

1)
2)

The parameter settings can
be checked.

Locate the cursor at the item
to be set and press [Enter] to
display the relevant setting
screen.

For details on the settings
made for each item, see
Sections 7.4 onward.

Network No.1 I Operational network (network No.2 I
| I I Standby network (network No.3) I
1NsB to 1Ns2
2Mp1 3Mp1 to 2Ns5 3Ns5

(b) Setting screen

The setting screen for the example system configuration given above
is shown below.

| iNetuork Settined . Labei s
Unit &1 Unit 82 Unit B3 Unit #4
NEI/10 NEI/18 NEI/10
Control Normal Wait
ist 10 % [ 8] [ 28] [ 481 —_—
Network # £ 11 L 21 [ _—
# of Statign<{Slave> I 8]
|Network_Refresh Parn |@ None @ None . —_—
meon Parameter « None » L ——
Specific Paramcter None © None » —_—
L/0 Rllocation
IX Parm For Datalink |8 None
Routing Parameter 8 None
ozMust Be et O:If Hecea:ari i.!:BetH.ni Done *For Onli Reference |
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7.4 Network Refresh Parameters

These parameters set the relationship between the network module link
devices (B, W, X, Y) and the QnACPU link devices, so that the network
module link devices can be used in sequence programs.

(1) Concept for refresh range
The range that is refreshed is the part of the range set in the network
refresh parameters that is in the all station range (1MpP1 to 1Ns3)
"first address to final address" set in the common parameters.
Vacant parts of this range are also subject to refresh processing.

Network module

Common
parameters

QnACPU
Range actually
Network refresh refreshed
parameter range
L EE—

First
address
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()

ltems to be set

Up to three refresh ranges for B/W devices, and two for X/Y devices,
can be set.

In extension transfer, transfer to different devices (i.e. other than B,
W, X, Y) is possible. However, extension transfer cannot be set with
MELSECNET(ll, /B).

B, X, Y can be set in 16-point units, and W can be set in 1-point units.
The combinations of network module link devices and QnACPU link
devices are indicated in the table below.

. Link Devices at Link Devices at QnACPU

Setting Item n T v

g Network Module B w X Y M L T sT c 1 D R ZR
B transfer B (o] X X X X X X X X X X X
W transfer w X (o] X X X X X X X X X X
X transfer: X X X o] X X X X X X X X X
Y transfer Y X X X o] X X X X X X X X
B extension
transfer 1 B o o o o (o] o o o] o o o) 0o
W extension
transfer 1 w o o X (o] o o (o) o o] o] 0 o
X extension
transfer 1 X o o o (o) o (o] o o] o] o] o) o)
Y extension
transfer 1 Y o o o o (o] o o o o) o) o o
B extension '
transfer 2 . B o o o o O o (o) o] o o o o)
W extension
transfer 2 w o o X o o (o] o o 0 o) o . o

O : Transfer possible
X : Transfer not possible
*1 : Present values (words) are applicable.
*2 : Extension transfer is not possible for the
following module types.
¢ Remote master station
Duplex remote master station
Duplex remote submaster station
Parallel remote master station
Parallel remote submaster station
MELSECNET(Il, /B)

POINT]

To conduct X/Y communications, network refresh parameters must
be set at the duplex remote submaster station and parallel remote
submaster station also (there are no default settings).

If these settings are not made, normal data link will not be possible.
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(3) Setting method
Set the first and final addresses for the network module, and the first
and final addresses for the QnACPU.

#of TX
Devices

Link Side
First Last

CPU Side

First Device  Last Device

[2048] points

L1

B[ O]-B[ 7FF] &

Network module

RTTT 0

2048
points

1FFF

B[ 300]

—B[ AFF]

I

QnACPU

For decimal bit devices,
the first address must
/Lbe a multiple of 16.

POINTI

When setting the device ranges at the QnACPU, make sure that the
refresh range does nhot overlap with any other range used.

The other ranges used are:

¢ Actual I/0 range (range allocated to modules actually mounted)

e MELSECNET/MINI-S3 automatic refresh range
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(4) Defaults for network refresh parameters
Even if no settings are made for the network refresh parameters (" A
is indicated in the network settings display), the following settings are
made as defaults. If these default values are acceptable, there is no
need to make any settings.

Number of Modules | - qnacpu % Priority 1 i Priority 2 li Priority 3 % Priority 4
o | ° | |
| | | |
| | | |
One | | | |
| | |
| | |
R
| | ]
| _BMw | |
| | |
| | |
| | | |
Two | | 1000 | |
| | | |
| i ¢ | I
LB
; | ; | s | e |
o 20 | o | | |
7r¢ [ points FF | | |
e3 oo A L |
points [ |
Three FFF l I FFF | ODOI
48 { } 2 |
0 l I I |
il | | | |
o [ e | e | ew e
3 2048 | f:%¢/¢/7 0 | | |
Va3 s ra l |
\ [ | 800 | |
Four ! ! FSF l l
| | | oool
i I + 2 |
| | | 7FF|
] | | |
| | l [
| ] ] {

Order of priority

: MELSECNET (1)

Second : First MELSECNET/10 module The order of network module
Third : Second MELSECNET/10 module head 1/0 numbers corresponds
Fourth : Third MELSECNET/10 module to 1st module to 4th moduls.
Fifth : Fourth MELSECNET/10 module

POINTl

No X/Y settings are made. Settings must be made in order to
conduct X/Y communications.
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POINTl

When a MELSECNET(II, /B) data link module is mounted, default

values are allocated as shown below.

(1) A setting of "priority 1" is made regardless of the position where
the module is mounted.

(2) I/O settings are also made.
The setting is such that X/Y0 to 7FF of the data link module are
refreshed by X/YO to 7FF of the QnACPU.

(3) Even if two data link modules (master station and local station)
have been mounted, they are treated as one module.

(5) Settings when more than one network module is mounted
(a) There must be no duplication of the QnACPU device ranges in the
settings. :
QnACPU Network module 1 Network module 2

N 0

Not
permissible! Duplication

1FFF 1FFF "1FFF

(b) If a total of more than 8192 points of the same device (B, W, X, Y)
are used with multiple modules, these points can be allocated to
devices other than link devices.

[Example]Here, BO to 1FFF of network module 1, and BO to 1FFF of
network module 2, are refreshed by DO to 512 of QnACPU.

QnACPU Network module 1

Network module 2

0

B
0

1FFF
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(c) In a case where the number of link points per station is increased
by mounting more than one network module with the same network
number, the refresh parameter settings have to be changed.
1) In the default settings, the refresh range is divided equally among

the modules.
(In this case, only the range of 1MP1 can be transmitted.)
QnACPY Mp1 1Ns2
oy o 0
7 7 '
é/‘/;//// ;}/N% 1Ns3
7 7

W//;FFF FFF

1000 1000

1000

AFFF.

@

2) Accordingly, in order to make it possible to refresh the host station
transmission range (1MpP1, 1Ns2), the settings must be changed
as indicated below.

QnACPU 1M1 1Ns2
7 7
(\« I T Host station.
N e N range
NN I R
% %4
7 7
1FFF 1FFF 1FFF

(6) Auxiliary setting
Set the status for the transient transmission error history.
Overwrite...... The newest information is stored (when the 17th and
later errors occur, the oldest error information is deleted
to make room).
Stored........... The oldest information is stored (once 16 errors have
occurred, no more error information is stored).
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The settings for the link special relays (SB) and link special registers (SW) are made in the
"device settings" in the parameters.

] Label :
Device Sym |Rad| Dewvices Enable C/L Key Disable C/L Keyw
Input Relay X i6 8K
Output Relay Y i6 BK
Internal Relay| M |18 |I EEE]
Latch Relay L 18 |I 8K1 [ 1-L ]
Sanuneiace -0 A 7'+ R A S N I N W
: unciator 18 — -
Tadehere, —iLink $¢ Relay [ SHTTI16 K]
: Edge Relay 1] I 2KT L 1-I 1 [ 1-L h |
Step Relay s 1@ 8K
Timer T 10 |L 2K1 £ 1-I ] L 1-L 1
Acumlt Timer ST 18 |[ BK1 L 1-L 1 L I-I 1
Counter [ 18 |L 1K1 [ 1-L ] L 1-L 3
Data Register D 18 |L 12K1 L I-L ] L 1-I ]
\ Lok Register W._.j16 1 8K L - 1] I 1
{Link SP Reg | SW_1i6 | "~ 2K |
Pevices Total{28.8oK Word
F3:Latch—>LacalDeuv—> Esc:Close

The number of points from here are set.

i it 1
1
SB/SW @
0

1

1

| [}

[} [}

' 1st ' For example, if the setting is changed to "1 k points (0 to 3FF)",
i | module 1 only the first and second modules are refreshed by the

! 1FF ! QnACPU.

! 1

\ 200 1

E o w mggﬂle i SB/SW

' e 1 0 By setting so that only the number of
| 400 i to 1st points corresponding to the mounted

1 ard 1 module modules are refreshed, the number of
I | module ' 1FF points of other devices can be increased.
. ) 200

-1 ! | _2nd

1 4th 1 module

i | module | 3FF

| 7FF i

| [}

P U VU Y d

POINTl

If the number of SB/SW points corresponding to the mounted
modules is not set (secured), accurate monitoring from a peripheral
device will not be possible.
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(7) Setting example
An example showing how to set the network refresh parameter
settings is presented below.
(a) Example system configuration

Control Normal Standby
station station station

Power QnACPU AT71 AJ71 AJ71
supply QP21 | QBR11 | QBR11

1MP1 2Ns2 3Ns2

Operational network (network No.2
Network No.1 l P ( ) I
| l Standby network {network No.3) I
1Ns8 to 1Ns2
2MpP1 3MP1 to 2Ns5 3Ns5

(b) Parameter allocations

QnACPU Network module (1Mp1) Network module (2Ns2)
| it l
1 1
1 B ]
i 1

N 0

1 I
1 \\ I
1 I
] I
' \\ e |
1 |
I 1
I 1
I 1
i 1
] 1
1 1
1 1
' 1FFF |
1 1
1 1
1 1
1 1
1 1
1 1
1 1
i i
1 i
] 1
1 1
] 1
1 1
] 1
1 I
1 w ]
1 1
1 Y 1
1 1
1 t
1 1
| ]
1 1
1 1
' 1
! 1000 !
1 1
1 1
1 1
+ . 1
1 XX e I
| t
1 1
| 1FFF
] 1

J
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(c) Setting screen
The screen for setting parameter allocations is shown below.

—4# 1
NEI/18 Control] # of IX
ist IO & a Devices Link Side CPU Side
Network & 1 First Last First Device Last Device
B TX % 144) ] BL B1-BI1?FFI<> BL al ~BI17FF1
¥ I8 [40961 1] @1-WL FFFXX> WL 8] —WL FFF)
% IR [ @l XL 1-3[ K> XL ] X ]
¥ TR [ 81 YL 1-YI 1O YL 1 v 1
B Extension IX 1 |L @] BL 1-BL pLod! 1-
W Extension TR 1 |[[ 81 WL L 1OL 1-
% Extension TX 1 |[ @1 XL 1-XL IOE I-
¥ Extension T 1 |L[ a1 ¥Ye 1-¥t IOIL I-
B Extension TX 2 |[ @1 BL 1-BL 100 I-
W Extension TX 2 |L[ a1 WL 1-uL 1L I1-

[Netuok Refresh Parameter] Label :
NET/18 _ Normal | # of TX

ist 10 # 20 Devices Link Side CPU Side
Network &% 2 Pirst Last First Device Last Device
B IR L al BL 1-BL 3> BL ] -BL 1
W T® (48961 WI18881-UI[1FFF1<{> W[1888] -WI1FFF]
% T® [ 2] XL 1XL K> XL 1 =3[ ]
¥ I% [ 8l YL 1YL ilo 4t 1 -¥I 1
B Extension IX 1 |[48%61] B[l 8J-BL FFFIC>IMO 1- M489%
Y Extension IX 1 |[JEEE] "] VL 100 1-

% Extension IX 1 |[ 8] XL 1-XL KL 1-

¥ Extension T® 1 |[ @] ¥ 1-¥L 101 1-

B Extension IX 2 |[[ 8] BL J-BL K> 1-

W Extension TX 2 |[[ 81 '] 1-ut 141 1-
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7.5 Common Parameters
These parameters are used to make settings including the ranges of
B/W/X/Y data that can be sent by each station in cyclic transmission.
They are also used for settings relating to transient transmission and

communication errors.

7.5.1 PC-to-PC networks

The following three types of system can be configured in a PC-to-PC
network.

IPC-to-_PC network Two-tier system I

Duplex system I

System in which more than one network module with the same
network No. is mounted.

The common parameters are set in the same way for all three types of
system. The common parameters are set at the control station.

(1) Items to be set
(a) B/W transmission range for each station
For the setting screen, see the setting example in (2).
1) For B, allocate the range that can be sent by each station in
16-point units (1 O0to 3 F).

2) For W, allocate the range that can be sent by each station in
1-point units.

(b} X/Y transmission range for each station

For the setting screen, see the setting example in (2).

1) 1/0 master station setting is required.

2) Allocations for I/O master station (Y) — other station (X), and for
/0 master station (X) « other station (Y) must be made in a 1:1
relationship.

3) Block 1 and block 2 settings can be made for X/Y communications.
4) Make sure that there is no duplication between block 1 and block 2
in the device ranges allocated to each station. Also make sure

that there is no duplication with the actual 1/O range (range
allocated to actually mounted modules).
X0 Yo X0

Actual 1/0

YO
Actual I/0

Duplication V//A%

between ¢
blocks 1 and 2

7 Block 1 allocation range
Block 2 allocation range

N
N

Change the

allocation
X for block 2
N

N

%
/ %

N
//A

X1FFF Y1FFF X1FFF

YIFFF
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(c) Auxiliary settings
These are settings that are made if required. They do not always
have to be set.
1) Auxiliary settings

[Auxiliary Setting<(Common Parmd1]

I 2000 Ins 4. Constant Link Scan [ Ims
5. Multiplexed Transmission <No >

2. Parm Name [ ] 6. Max % of Reconnection in a Scan [ 21
3. 1/0 Master Station ?. Iransient Setting
1. Blocki [ 1} .Max # of Transients in a Scan [ 21
2. Block2 [ 1 2.Max # of Transients per Sta 2]

8. Communication Error Setting
1.Enable to Control Data Link by
Sub Control Sta During Mast <{Yes>

[Execute(y) Cancel(N>
SpaceiSelect Esc:Close

a) Link WDT
Set the time within which it is judged whether or not cyclic
transmission is executed normally between a control station
(subcontrol station) and normal stations, here.
Normally, the default value of 2000 ms is left unchanged.
Times can be set in 10 ms units within the range 10 to 2000
ms, but the set time must be longer than the link scan time.
If a time shorter than the link scan time is set, data link will
not be possible because the WDT time will be exceeded.

b) Pram Name
This setting is made to make it easier to determine the object
of the allocation when checking the set parameters at a later
date.

¢) I/O Master Station
Set the station No. of the master station (control station) when
conducting X/Y communications, here.
Any QnACPU or AnUCPU station can be set as the I/O master
station, regardiess of whether it is a control station or a normal
station.

d) Constant Link Scan
Set when the link scan time is to be held at a constant time.
No default is set.

Set Value Constant Link Scan

0 ms or blank | Not executed
1 to 500 ms Executed at 1 to 500 ms

e) Multiplexed Transmission
Set whether or not the multiplex transmission function is
executed here.
The default setting is "No ".

f) Max # of Reconnection in a Scan
Set the number of faulty stations that can be set back on line
by the automatic return function in one scan.
The setting range is 1 to 16 stations.
The default setting is two stations.
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g) Transient Setting

o MAX # of Transients in a Scan
Set the number of transient transmissions that can be
executed in one link scan (the total number of transient
transmissions for all stations).
The setting range is 1 to 16 transmissions (the default is "2").

e MAX # of Transients per Sta
Set the number of transmissions that one station can make
in one link scan.
The setting range is 1 to 16 transmissions (the default is "2").

h) Communication Error Setting
.+ Enable to Control Data Link by Sub Control Sta During Mast
Set whether or not the control station shift function is to be
used here.
The default setting is "Yes (Execute)" (the function is used).

2) Setting reserve stations
These settings are made so that stations to be connected to the
system in the future (stations included in the number of stations
but not actually connected) will not be treated as faulty stations.

- = Reserved Station
Blank : Non—Reserved Sta
6

a a 1 2 3 4 5 7 8 9
—_— - -

18

28

38

40

1)

60 el el el el

Cancel(N>
Space:Select Esc:Close

There is a function, described below, that allows common parameters to be set easily from a
peripheral device.

(1) Simple allocation
B and W allocation can be performed by allocating the same number of points to all stations.
The number of points allocated per station depending on the total number of link stations is
indicated in the table below.

Total Number of Link Stations Number of Points Allocated per Station

2 to 16 stations 5§12 points
17 to 32 stations 256 points
33 to 64 stations 128 points

(2) Allocation method
The method for allocating the transmission range for each station can be selected as "setting
based on number of points” or "setting based on addresses”. '

(3) Uniform allocation

Only the number of stations and number of points to be allocated are input. All stations are
automatically allocated the same number of points.
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-
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The example presented here describes the common parameter

(a) System configuration

(2) Setting example

settings for a system with the configuration shown in Figure 7.1.
Note that it is assumed that input modules and output modules

occupy 16 points.

Network No.1

Y80

INsd

1Ns3

Ns2

X80

X0

MF1

Y18F

YUF

Y1SF

Y11F

t™
e|npow nding 8
enpow Jndino
einpouw yndino 8 w o
o =
eInpou IndiNe s enpout jndu| = c o|npow yncing
ompouIndino ojnpouw yndu| enpouwt Inding
SINPOW IndinO o|npow yndu| onpow ndino
L 1HEOMLIY Sinpoutindu) eipou indino
oInpow yndinG ampout indu) ejnpow indino
5 enpow indu| enpow ndinQ
] e|npow yndu| onpow INdiNO
M m ejnpows jnduyy W m onpow ndino
Addns Jemod Alddns iemod Addns 1emod
eojnpow jndu) W
opnpow 3nduj
s|npow 3ndy| g T K
enpow jndy| X - ol
e|npow yndu|
ejnpow ynduy
oinpous yndu) enpow yndy| °
ompoul indul e|npow jnduy m e|npow Incyno
L HEOLLY ejnpow ynduy ejnpow yndino
2 9|npow induj S(npow Indino
W enpow jnduy ejnpow dino
o
o m ejnpow jndu| m m enpow 1nding
fddns Jemod Ajddns lemod Alddns 1em0d
ejnpow Induyj W
9npou ynduj
ejnpow ynduy
juesep
onpouwst yndu|
ejnpow yndu| ﬂ inpow .:H:o ﬁ
e[npow Inding
e|npow ynduj
ejnpow yndu| oinpow yndino
LIHEDL LY ompoutinding
S emnpow nding
W e|npow Jnding
o
o W ojnpow .~=u.=o m
Addns 1emod Addns jemoq
e|npouw jndu) W
o|npow yndy)
@e[npouw 3nduyj 8 5
onpow ynduj x Sinpow .:uc_ o3
ejnpow wndut
+1H80 LY
e|npow ynduy inpou induj ]
snpouw yndul onhpow jndu| T einpouw nding
enpow indu] | oinpows indu] o|npou yndyno
S e|npowl yndu) ejnpow ndino
W onpow indu| ° enpow ndino
-4 m ofnpow jndu| m | * empouwindino
-

Ajddns Jemod

Alddns jemod

[

Kiddns Jemod

Y15F

Y11F

]

Fig. 7.1 Example System Configuration
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(b) B/W allocations
In this example, 512 points for B/W devices are to be allocated to
each station.
Figure 7.2 shows the transmission ranges for each station.
Figure 7.3 shows the common parameter setting screen.

Common
parameters 1MP1 1Ns2 1Ns3 1Ns4
B/W0 1|
to TMP1 1MP1 1MP1 1MP1
£
B/W1FF
B/W200
to 1Ns2 1Ns2 1Ns2
B/W3FF
Bfww-too
to 1Ns3 INs3 [« 1Ns3
B/WS5FF
B%SOO
to 1Ns4 1Ns4 1Ns4 INs4 [«
B/W7FF
~—
B/W1FFF
—» indicates the direction of data transfer.
Fig. 7.2 Example B/W Allocations
[Cmm Parm <(MELSECNET/1@ Control)>(BU Set)] Labhel :

etwork (3 >

fAuxiliary Setting
NET/18 Controll }tst 1,0 # 3a

Link WDT 2008 ns Network # of Sta 4
= Ran%e of Sta]IX Range of Sta
Station First Last First Last
1 ([HEGE1-I FF] [ B8)-[ PP}
2 |L 2081-I 3FF] [ 2001-L 3FF]
3 | 4881-1 5FF] I 4891-[ S5FF1]
4 | 6881-[ 7FF] [ 6881-[ 7FF]
L 1-I ] [ I-L ]
£ 1-[ ] L 1-L 1
[ 1-L 1 [ i 1
[ 1-I 1 4 1-L ]

:Prev PgDn:Next

Fig. 7.3 Screen for Setting B/W Common Parameters
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(c) X/Y allocations
In this example, 1Ns2 is regarded as the 1/0 master station, and
256 points are allocated for communication with 1MpP1 and 1Ns4.
Figure 7.4 shows possible X/Y allocations in this case. The "actual
I/0O range" in the figure indicates the range of devices used for the
1/0 modules and special function modules mounted at the host station.
Make the X/Y allocations in the area following that occupied by the
actual I/O range.
Figure 7.5 shows the screen on which the X/Y common parameters

are set.
1/0 master
station
1MP1 1Ns2 1Ns3 1Ns4
X0 YO X0 YO X0 YO X0 YO
S Actual S
(| Actual | I/ range ( Actual | ( Actual
1/0 range XFF YFE 1/0 range
s 9 S 1/O range S
X15F Y15F X1SF Y15F
X18F Y18F
X200 Y200 X200 Y200

)
|
d’
|

X2FF

1FFF 1FFF 1FFF 1FFF

\1/

Fig. 7.4 X/Y Allocation Range
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[Cmnm Pavrm (MELSECNET/18 Control (XY Setl)]

fiux ary Setting— twork ¢ 1>
NET/18 Control 1st 1,0 & 38
Link UDT 2000 ms Network % 1 & of Sta 4
R Ranaa of Each Stati;n (M->L> |R% Ran of Each Station (M<-L)>
Station | Pirst Last First Last First Last First Last
1) ([ 2e81-C 2FE1 |1 26aY-2FF] | 20— 2FPT |1 Jeei-2FFi 3
Hasteri r : )
2) Aﬁ:{@i;ﬁ:ﬁi}:“bizg:sm b=t themE—om. - 4
-C 9 - 4 I-L 1 L 1-
-L L 1- [ I-I 1 L 1-
[ ]—[ ] [ 1- [ I-L ] £ -

1) The data of Y200 to 2FF of 1Ns2 (I/0O master station) is
received by X200 to 2FF of 1Mp1.

2) The data of Y400 to 4FF of 1Ns2 (I/O master station) is
received by X500 to 5FF of 1Ns4.

3) The data of Y200 to 2FF of 1MP1 is received by X200 to
2FF of 1Ns2 (I/0 master station).

4) The data of Y500 to 5FF of 1Ns4 is received by X400 to
4FF of 1Ns2 (/0O master station).

Fig. 7.5 Screen for Setting XYY Common Parameters

POINTSI

(1) There are no default settings for X/Y ranges in the network refresh

iNetuvork Refresh Parameter]

NET/18 Control}| # of TX

ist I/0 & 30 Devices Link Side CPU Side

Network # 1 First Last First Device Last Device

2o man | smmmmon @ o

X TR [81921] X[ OFRILFFFIO RI1FFF1}

¥y IX [8192] YO _BI-YOAFFRIKO> ¥YI @1 —YIWERE

B Extension TX 1 |[ 8] BL 1-BL K>L 1-

Y Extension TX 1 |[ 0] WL 1-¥IL oL 1-

%X Extension TX 1 |I 0] XL 1-XIL KL I~

¥ Extension TX¥ 1 | 0] ¥r 1-vI Kot I~

B Extension TX 2 [ 81 BL J-BL 1K>L -

W Extension IX 2 |[ 81 vL WL K>L 1-
- E-cciClose]

(2) If the same addresses as in the actual I/O range are allocated, set
the network refresh parameters so that refresh is conducted after
the actual 1/0 range.
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7.5.2 Remote I/O networks

The following three types of system can be configured in a remote /O
network.

[Remote 11O network I————-l Two-tier systemJ
———[Duplex master systelLI

——|?arallel master systemJ

1) The common parameters are set in the same way for all three
types of system. The explanation given here is based on setting
the common parameters at the remote master station.

2) The station at which the common parameters are set differs

depending on the system.
¢ Two-tier system Remote master station
¢ Duplex master system Duplex remote master station

e Parallel master system Parallel remote master station

(1) Settings at a remote master station

When ZNFR/ZNTO instructions are used, M—R (B), MR (B),
M—R (W) and MR (W) allocations of "4 points x humber of special
function modules" must be made for handshake processing purposes.

Remote |/O station

M-R

MR

(a) M—>R (B) :
Set to define the area for handshake processing when ZNFR/ZNTO

instructions are executed.

T % a3
4 points x number of special function modules
/ (automatically used from the head of the setting range)
.

—¥

Setting range
(set in 16-point units)

Cannot be used
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(b) MR (B)
Set to define the area for handshake processing when ZNFR/ZNTO
instructions are executed.

X

4 points x number of special function modules
(automatically used from the head of the setting range)

Setting range
(set in 16-point units)

Cannot be used

(c) MR (W) '
Set to define the area for handshake processing when ZNFR/ZNTO
instructions are executed, and the area for storing write data for
ZNTO instructions.

xT

7

4 points x number of special function modules
(automatically used from the head of the setting range)

Setiing range
(set In 1-point units)

Remainder used to store write
data for ZNTO instructions.

(d) MR (W)
Set to define the area for handshake processing when ZNFR/ZNTO
instructions are executed, and the area for storing read data for ZNFR

instructions.
’//

3T

4 points x number of special function modules
(automatically used from the head of the setting range)

Setting range
(set in 1-point units)

Remainder used to store read
data for ZNFR instructions.
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POINTSl

(1) Regardless of whether ZNFR/ZNTO instructions are used or not, if
any B/W allocations at all are made (even one point), the setting
must be at least equivalent to the allocation for the
special function module mounted at the remote I/O station.

If the number of points is insufficient, a "PRM.E." error occurs.

(2) Make sure that the ranges set for M—R and M«R do not overlap.

MR R1 R2

Mr-R{ |[—™ %

M-R 4

Mr—R2 >

Mpe-R1 | @

Mre-R2

M«R
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(e) M—R (Y)
Set to determine which output signal (Y) addresses in the remote
master station are used to control output signals (Y) of output
modules and special function modules at remote I/O stations.
Set the same number of points for the remote master station and
remote /O station.

BRemote master station

X Y

Actual
1’0
range

() MR (X)
Set to determine which input signal (X) addresses in the remote
master station the input signals of input modules and special
function modules at remote /O stations are written to.
Set the same number of points for the remote master station and
remote 1/O station.

Bemote master station Bemote l/Q station
X Y X Y

Actual
/0 .
range .4~

]
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POINTS |

(1) Set the remote master station settings while the modules are
mounted at the remote 1/O stations.

(2) If, as shown in the example below, the modules mounted at a
remote I/O station are grouped according to their type - input
modules, special function modules and output modules - the
number of link points required can be reduced.

X0 X10 X/Y30 Y50 X60 YBD YCO X0 X10 X30 X/Y50 Y70 YBO YCO
> | A2 I I BB I ele > | A2 o Elelele
o 3 © 3 =] o o o o 3 =3 -]
Slaes [ 2] 2|% 2 3 glars | s(z({3]|2 3
: IR IR IR
3 se| 5 = =1 = s sl = | =1t = | =
: §§s§§;§§§|:>z sl5|g|38|2|2|2|}
& 2|1 E|a2| 3| &|8)j8|*2 o E| 2| 2|5E|8|8|3]%
-2 2 2| £ ) 2 2 2 2 -] 2 2 2 2
s £l £ c £ = [ [ = = £ [ = £
05| 4o| o]0 |NT[uc]|©T 0S| NG| B [T |0 | eS| 0B
vajloa|lowa|l~acjoaljon]~a ~ajlvaloa|{wn|-ajeos|r
XF  X2F X/YAF YSF X7F | YBF YCF XF  X2F X4F X/Y6F Y?F YBF YCF
Input allocation range Input allocation range

Output allocation range

Output allocation range

Allocation can be completed simply by setting the same size of range for X and Y.

X Y

Actual
/o
range

L \_ S Last
200 200 | T address

T
8
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(9) Auxiliary settings
These settings are made and changed only if required. They do not
always have to be set.
1) Auxiliary settings

[Ruxiliary Setting{Common Parm)]

H . Link UDT] [ 208@Ims . 4. Constant Link Scan [ Ins
i 5. Multiplexed Transmission <No >
. Max # of Reconnection in a Scan [ 21

2, Parameter Name [ ] 6
, 7. ZNFR/ZNTO #i of Accesses [641{1-64>

Cancel(ND

space:Select Esc:Close

A
] ]
‘ |
i Duplex Remote Submaster |
{ [ ]Station i
] 3
| j

L
hY
o
-
=
)
0
(]
3
o
-
(]
[72]
=
o
3
]
(23
-
(]
-
[
-
i
=
o
3

1
]
Parallel Remote Submaster |
[ ] Station E

J

a) Link WDT
Set the time within which it is judged whether or not cyclic
transmission is executed normally between a remote master
station and remote I/O station, a duplex remote (sub) master
station and remote I/O station, or a parallel remote (sub) master
station and remote 1/O station, here.
Normally, the default value of (2000 ms) is left unchanged.
Times can be set in 10 ms units within the range 10 to 4000 ms,
but the set time must be longer than the link scan time.

b) Parameter Name
This setting is made to make it easier to determine the object of
the allocation when checking the set parameters at a later date.

¢) Duplex Remote submaster
Set the station No. of the duplex remote master station.

d) Palallel Remote submaster
Set the station No. of the parallel remote master station.

e) Constant link scan
Set when the link scan time is to be held at a constant time.
No default is set.

Set Value Constant Link Scan
0 ms or blank Not executed
1 to 500 ms Executed at 1 to 500 ms
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f) Multiplexed Transmission
Set whether or not the multiplex transmission function is
executed here.
The default setting is "No".

g) Max # of Reconnetion in a Scan
Set the number of faulty stations that can be set back on line
by the automatic return function in one scan.
The setting range is 1 to 16 stations.
The default setting is "two stations".

h) ZNFR/ZNTO # of acesses
Set the number of modules for which a remote |/O station can
execute an instruction in one scan.

This setting can prevent extension of the scan time.
The default value is "64" and the setting range is "1 to 64".

Example: Assume that the number of ZNFR/ZNTO instruction

accesses is "3".

A) The data on which the ZNFR/ZNTO instructions are
to be executed is arranged in module order.

B) The number of the special function module that last
executed a ZNFR/ZNTO instruction is recorded with
a pointer. )

C) The ZNFR/ZNTO instructions of the three modules
following the one indicated by the pointer are executed.

<System configuration>

AJ72QLP25

— N2 |3 14 |5 |6 [7) |8 | 1)through 10) indicate special
function modules.

— 9) | 10)

<ZNFR/ZNTO instruction execution status>

1) 2) 3)8) 09 I 4)5)8)7) 1 10) 1 1 2) |
Sequence scan 1 I 1 I 1 :I———
Link scan - 1 — —
Remote /O station :
i — i —
A) 1) 2) 3 4) 5) 8) 7)8) 9 10) 2)
Pointer Pointer Pointer Pointer
8 [0] [¢] [o]
] K [D)] 2)]
2) } © 5) } B) } 10)}
3 6) 9)
8) 7) 10)
9) 8)
9)
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POINT|

If the previous processing has not been completed at a special
function module when a ZNFR/ZNTO instruction is executed, the
instruction will be ignored until the processing is completed (until the
completion signal comes ON).

2) Setting reserve stations
These settings are made so that stations to be connected to the
system in the future (stations included in the number of stations
but not actually connected) will not be treated as faulty stations.

[Reserved Station Settingl

- : Reserved Station
Blank = Non—Reserved Sta
6

a 8 |1 2 |3 |4 |5 7 |8 |?

—— - -
18
28
38
40
58

68 — = |- |- |-

[Execute{Y) Cancel(N)>

Space:Select Esc:Close

There is a function, described below, that allows common parameters to be set easily from a
peripheral device. ’

(1) Allocation method
The method for allocating the transmission range for each station can be selected as

setting based on number of points or setting based on addresses.

(2) Uniform allocation
Only the number of stations and number of points to be allocated are input. All stations are

automatically allocated the same number of points.
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(2) Settings made for a duplex remote master station
Only those setting items that differ from the ones described in (1) above
are described here.

1) Set the station No. of the duplex remote submaster station in the
extended settings.

2) Settings can be made for communication between the duplex
remote master station and the duplex remote submaster station.

(a) M Sta—sM/R Sub (B/W)

1) In the fields of station numbers where there is no "sub”
indication, the setting for communication with a remote 1/0 station
(M—R) is made. For details, see (1) (a) and (c).

'2) In the fields of station numbers where there is a "sub"
indication, set the range within which the duplex remote master
station can send data to the duplex remote submaster station
(M Sta—M Sub).

(b) M Sta«M/R Sub (B/W)

1) In the fields of station numbers where there is no "sub"
indication, the setting for communication with a remote |/O station
(M«R) is made. For details, see (1) (b) and (d).

2) In the fields of station numbers where there is a "sub"
indication, set the range within which the duplex remote
submaster station can send data to the duplex remote master
station (M«M Sub).

M Sta—l);ﬂ/ﬂ Sub M Sta(iﬂln Sub IH Sta—%ﬂ/ﬂ Sub |M Sta<-M/R Sub
1)\ Station | First Last Pirst Last First Last First Last
1 (-t L - b] [ I- C 1-L
2 P = | = o B = —
— H - HE | — HE 1l - HE el N
) 4 [ X} EU ‘%’ L ——— {’"
L — 1 L 3-C
[ 1- ] L

the duplex remote master the duplex remote submaster
station to the duplex remote station to the duplex remote

Range for transmission from Range for transmission from
submaster station master station

POlNTI

Make the settings with no duplication among the ranges 1) through 4).
Diin R2

R1 DSMA3
DMr—oR1 _— //
1) M>R
DMr—R2
N
DMre<R1 -« \
2) MR &

DMre<R2 |

3) MoM Sub DMr—DSMa3 . //
4) MM Sub DMpeDSMR3 | <+— \\\x
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(c) M Station (Y)—M/R Sub Station (X/Y)
1) In the fields of station numbers where there is no "sub"
indication, the setting for communication with a remote 1/0 station
(M—R) is made. For details, see (1) (e).
2) In the fields of station numbers where there is a "sub"
indication, set the range within which the duplex remote master
station (Y) can send data to the duplex remote submaster station

(X).

(d) M Station (X)«M/R Sub Station (X/Y)
1) In the fields of station numbers where there is no “sub"
indication, the setting for communication with a remote 1/O station
(M«—R) is made. For details, see (1) (f).
2) In the fields of station numbers where there is a "sub"
indication, set the range within which the duplex remote
submaster station (Y) can send data to the duplex remote master

station (X).
M s;athn-wn Sub g%thn M Station<-M/R Sub Station
Station | First Last Pirst Last First Last First Last
1)\
I - - -

I [
2) sun 3 [F 1 | }
Dt L] H et H H
4 { — [
£ [ I
£ ]
e

Range for transmission from the\ /Range for transmission from the
duplex remote master station (Y)| | duplex remote submaster station
to the duplex remote submaster (Y) to the duplex remote master
station (X) station (X)
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(3) Settings made for a parallel remote master station
Only those setting items that differ from the ones described in (1)
above are described here.

1) Set the station No. of the parallel remote submaster station in the
auxiliary settings.

2) Settings can be made for communication between the parallel
remote master station and the parallel remote submaster station.

3) D_o_nm_s_euhe_aamgjlangn_numb_emuhs_sgnmgmuhs_muﬂ
s_ubmaslﬂ_sjaﬂgm
(a) M Sta->M/R Sub (B/W)

1) In the fields of station numbers where there is no "sub" indication,
set the range (M—R) for communication with the remote 1/0O
stations controlled by the parallel remote master station. For
details, see (1) (a) and (c).

2) In the fields of station numbers where there is a "sub" indication,
set the range within which the parallel remote master station can
send data to the parallel remote submaster station (M Sta—M Sub).

(b) M. Sta<~M/R Sub (B/W)

1) In the fields of station numbers where there is no "sub" indication,
set the range (M«R) for communication with the remote 1/0O
stations controlled by the parallel remote master station. For
details, see (1) (b) and (d).

2) In the fields of station numbers where there is a "sub" indication,
set the range within which the parallel remote submaster station
can send data to the parallel remote master station (MM Sub).

M Sta-%ﬂ/l! Sub [M Sta(;H/R Sub {H Sta-aﬂ/R Sub M Sta(;l‘I/R Sub

1)\ Station | Fimst Last First Last First Last First Last
1 L 1-L -1 [ 1-I 1 L 1-I 1
S | 11t

2)——

E
B
T L
]
]

Range for transmlsswn from Range for transmission from
the parallel remote master the paraliel remote submaster
station to the parallel remote| | station to the parallel remote
submaster station master station

(c) M Sta—-M/R Sub (X/Y)

1) In the fields of station numbers where there is no "sub" indication,
set the range (M—R) for communication with the remote I/0
stations controlled by the paralle! remote master station. For
details, see (1) (e).

2) In the fields of station numbers where there is a "sub" indication,
set the range (M Sta—M Sub) within which the parallel remote
master station (Y) can send data to the parallel remote submaster
station (X).
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(d) M Station<—M/R Sub Station (X/Y)

1) In the fields of station numbers where there is no "sub" indication,
set the range (M«R) for communication with the remote 1/0
stations controlled by the parallel remote master station. For
details, see (1) (f).

2) In the fields of station numbers where there is a "sub" indication,
set the range (M) within which the parallel remote submaster
station (Y) can send data to the parallel remote master station (X).

M S:ation-)ﬂ/l! Sub gtﬁtion M S;ation(—l‘l/l! Sub ss’a‘.tion
/
1)\ Station | Pirst Last First Last First Last First Last
1 11 1 { — [ 1-L -
[~z I A I | - I 1- -
2)——. i 1 { —L I [iL 1= - H
L 1 [ — L — =
L 1 [ 1-
L ]

Range for transmission from the ange for transmission from the

parallel remote master station (Y)| | parallel remote submaster station
to the parallel remote submaster || (Y) to the parallel remote master
station (X) station (X)

(e) M Sta—»R Sub (B/W)
Set the range for communication with the remote I/O stations

controlled by the parallel remote submaster station. For details, see
(1) (a) and (c).
(f) M Sta<—R Sub(B/W)
* Set the range for communication with the remote |/O stations

controlled by the parallel remote submaster station. For details, see
(1) (b) and (d).

M Sta-DM/R Sub |M Sta<-M/R Sub [M Sta~>M/R Sub |M Stal-M/R Sub
Station | Pirst Last First Last First Last Pirst Last

1 [{  hidd 1 L 1-L ] L p il 1 L p il ]

2 £ 1-r ] [ 1-L 1 |t 1-I ] [ -1 1
Sub 3

4 E 1-t b [ 1-L 1 I - 1l L 1L 1

5 4 I-I b L 1-[ ] |I I-L b ] [ I-I ]

R R T s
e g |4 i 1 J___)__,.—J-’

(g) M Sta—R Sub (Y)
Set the range for communication with the remote I/O stations
controlled by the parallel remote submaster station. For details, see

(1) (e).
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(h) M Sub Station<R Station (X)
Set the range for communication with the remote I/O stations
controlled by the parallel remote submaster station. For details, see

(1) (.
M Sub Station—DR Station M S;‘lh Station<-R St}a‘tion
Station | First Last First Last First Last First Last
1 CI-L ] L p it 1 L 1-L ] L 1-L 1
2 [ 1-I 3 [ 1-t ] [ 1-I ] L 1-f ]
Sub 3
4 [ 1-1 1 L J-L 1 [ 1-f 3 L 1-I ]
5 L - 1 [ -L p ] [ - 1 T I1-L ]
el H b oH il EE g
— lt it 3 i F

POINTI

Make the settings with no duplication among the ranges 1) through 4).

PMR RY R2 R3 R4 PSMA
V,
PMr-R1 —>V%
1) M-R . PMr—R2
and N\
MR PMreR1 [€— \
N
PMreR2 |« S0
PMr—R3
2) SubM-R PMr—R4
and N
SubM<R : \\ » | PMReR3
W
o
bl » | PMre<R4

3) MosubM | |Pwaspsus %
4) MesubM < ;\\\\i\

PMrePSMn
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The example presented here describes the common parameter

(4) Two-tier system setting example
(a) System configuration

settings for a system with the configuration shown in Figure 7.6.

Note that it is assumed that input modules and output modules occupy

16 points, and that special function modules occupy 32 points.

Y80

IMr X0
Q3ACPY

Network No.1

enpow ndino

Y8F

ejnpow }nding

Inpow Inding

Inpow Indine

LHHaDLrY

e|npow jndu}

ojnpow yndu)

ejnpow 3ndu|

XF

Alddns Jemod

o|npowl uonoun; jsioedg

X/Y70

YAQ

X60

X70

X0

9|npow Indino

X/Y8F

X9F  XBF

YEF

YBF

sppou nding
einpoui nchnQ jueoeA
onpou inding oRA
einpow yndino iusoeA
9|npow Jndino JuBIBA
srpowinding |k ° HuearA
5 m e|npow jndut
N = hA 9|hpow ynduy
5 - m eInpow jndu]
fiddns semod Aiddns Jemod
[
aInpou IndinG W
enpow ndino
e|npow uopoun; jepedg
8|NPoW LOROUN eloeds JUBORA
8jnpow uonoun} _G_boam JUBOBA
sjnpow ndu| UB2BA
onpow jndy) usoeA
eInpow nduy e m Inpoul indino
- e|npow Indino
o = M ejnpow Jndyno
N % - m ejnpow Indjno
Aiddns Jemod Aiddns Jemod
|
jueocep
e|npow ndu| _.-m
o{npow ynduj >
ojnpow yndy|
ejnpow ynding
ejnpow yndyno
sinpouinding
e|npow nding wu
n
o 2
238 -
Addns sJemod
emnpow ndy| W
x
e|npow jndu|
ejnpow yndy| o
enpow yndu| vﬂ: einpout inding
enpow yndu sinpow ndino
e|hpow yndu| SInpow inding
ojnpous yndy] oinpow inding
e|npow ynduj % einpow nding
n e|npow ndino
N M m | empow uonoun jeweds
W m.w - m oINpOW Uojiauny (BKedg
124

Alddns Jemod

Aiddns Jemo4

Y11F

Fig. 7.6 Example System Configuration

7-42



7. PARAMETER SETTINGS

MELSEC-QnA

are set in order to make it possible to read data from and write data
Figure 7.8 shows the screen for setting the B/W common parameters.

to the buffer memories of the special function modules mounted
at each remote I/O station by using ZNFR/ZNTO instructions.

The B/W allocations for this example are shown in Fig. 7.7. They

(b) B/W allocations

- Rz

L. [
o R~ & o~ g~ &
[ (V]
< N W N ~Ns o - g ~N I b =24 -
*.0.0.0.0.0 OOOOOO) R OOOOO
00025050508 QLIS etedotodede!
oSotolete ededeleds {RKS
m etelelelele! JHRS = egetetetete;
QA QRHLRAS QRHRHXKS
SRR SR8 SRR
e k i b
o [=]
L L . [ Ra ] [
m N = - ~C - m ] -~ - -
Z 7. 7 Y.

3
W/ QLD 7 2TOTOTOTOT, W/ BOODIBO
N RRRRR % N\ RN % BB
m CRAKRRR = CRREERL CRAEKL
00000000000 00000000000 00000000000
N 2020 0205000 N\ /A gl 262020202020 N /AKX
™ Lo L L W L o L Lo L o Lo Lo L L
evlbaonb@ g 8Asl AR ALY e LIVl SAER AR A F jre
— —— —— -— L — - —— - L
- -

Fig. 7.7 Example B/W Allocations
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(HELSECNET 21HRemote ) Bl Setd] |
3 B rk (B 1)
NET/18 Renmote ist 10 & a8
Link WDT 2008 ms Network 1 S8lave PC Sta 4
M Sta-)R Sta M Sta§—R Sta ] Sta;)ll Sta M Stal-R Sta
Station | First Last First Last First Last Pirst Last
1 I 8)[ F] |L 198]-C 16F] [ 8l-L 1F] [ 1883-L 11F]
2 8 1-I 1 |t L 1 L -I 31 [ - ]
3 [ 18]-L 1F] [ 118)-L 11F] [ 29)-L 3F] [ 1283-L 13F1
4 [ 28)-L 2PFP] [ 1283-C 12F] |[ 48]1-L 5F] [ 1401-[EER)
L 1-I h] [ 1-C 1 1L 1-C ] [ I-I 1
L 1-C ] L 1-C 1 |t 1-C 1 L 1-L 1
[ -t 1 [ -t 1 |t 1-I 1 L 1-C ]
[ 1-t 1 I 1-C ] [ 1-t 1 L -t ]

F3:BU->XY-> Fsc:Close

Fig. 7.8 Screen for Setting B/W Common Parameters
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(c) X/Y allocations
The X/Y allocations for this example are shown in Fig. 7.9. The
"actual I/0 range" in the figure indicates the range of devices used
for the I/O modules and special function modules mounted at the
remote master station (1MR).
Make the X/Y allocations in the area following that occupied by the
actual I/0 range.
Figure 7.10 shows the screen on which the X/Y common parameters
are set.

Ve A e
Ly : §:« §m o
)
1
o)
..
i\
%\s
.
\f’°ﬁ—:~x§s
1 u

Fig. 7.9 X/Y Allocation Range
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LCmm Parn

C(MELSECNET ~18Renote)
ett

T
1st 1,0 & e
Link UDT 20080 ms 1 Slave PC Sta 4
M Station->R Station M Station<-R Station
Station First Last First Last First Last First Last
1 [ 2881-C 3iF1 [ 88]- 1iF [ 2881-L 2BF]) [ 8]- BF
2 [ 488]1-C 43F] [ a)- 3F [ 448]1-L 46F] I[L 4@]- ©6F
3 [ 5381-L 1 [ 38]1- EP [ 588]1-L 58F] [ 8]1- B8F
4 [ 688]-[ 68F] L 8]- 8F [ 678]1-L 6BF] [(HFE]l- BF
L 1-L ] L 1- L 1-L 1 L 1-
[ I-L 1 L 1- L 1-L ] 8 1-
[ 1-L 1 L 1- L 1-L ] L 1-
L 1-L 1 [ 1- L 1~-L 1 L ]-

F3:BU->X¥Y-> Esc:Close

Fig. 7.10 Screen for Setting XYY Common Parameters

POINTSI

(1) There are no default settings for X/Y ranges in the network refresh

parameters. The X/Y refresh range must be set,

{Netuork Refresh Parameterl L.abel =
—3 1
NEI/18 Remote | 8 of TR
ist 1/0 % 30 Device Link 8ide CPU 8
Network # 1 First Last |First Devi.ce Last Device
B TX [81921] BI  @1-BIIFFFIX> BL —BE%FFF]
, —— TR 2—%—1‘&15%%}
¥ IX 181921 Yr A1-YI1FFFI<> Y[ al =44 FEERH

Esc:Close

(2) If the same addresses as in the actual I/0 range are allocated, set
the network refresh parameters so that refresh is conducted after
the actual I/0 range.
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(5) Duplex master system setting example

(a) System configuration

The example presented here describes the common parameter

settings for a system with the configuration shown in Figure 7.11.

Note that it is assumed that input modules and output modules
occupy 16 points, and that special function modules occupy 32 points.

Y80

1DSMe5 X/YO

Y80

1DMr X0

X/Y70

ejnpow uopsuny [ejoeds

ejnpow 3ndino

e|npow jndino

X/Y8F

X9F  XBF

YEF

YBF

onpow IndinQ JueseA
enpous Jnding ueoeA
- e[npow yndyno oA
" ojnpow jndino JuBoBA
oinpouinding {0 1 empowinding it 5 uRoRA
9Inpouw \nchno o 0 - x Stnpow induy
einpow yndino —1 5 % 3 ° enpow 3nduj
ejnpowt Jnduy N = m o|npow 3nduy
e{npow ynduy Addns Jemog Addns 1emod
e|npow yndu| r..l. ' _
@jnpow jndu| ﬁ o M
Lgolzry | | — | _omeowwndno |
> o|npow IndinQ
m ©NPOW uoRouN; [Bjoeds
m ©|npow uopoun) Bpeds uedeA
Alddns 1emod * ajnpow uoysun) eroedg JueIeA
enpow yndy| JuBIBA
Juedep
) SUpouL ind L B[ empownaino
b3 “:voE nduyy > > prm—,
—] W 2] onpow Jnding
<o 1 m sjnpout Inding
Ajddns 1emoq4 Ajddns somod
o
=z uedBA
urn @ e[npow ynduj —&
o > >
M onpow jnduj
m o|npow ynduy|
@|npow ndino
e|npow ndinQ
onpow Jndino
W o[npous yndino v_._u
0
wo ] 8 & 2
Sinpow Indyng m 2 _% -
Sinpoul inding Addns Jemog
ejnpow inding
e|npou indyno
LiHgoLY m ompow smdus W
einpow indu| ojnpoui induj
einpow ndu| " e[npow ynduj o
= ojnpow jndu| > oinpow nduj T enpow ndinQ
& o|npo w yndu} Sinpow ynding
3 o[npows jnduj oinpow inding
Q>_n_n=m Tomog e|npow yndug |__Sinpowinding |
=3 sinpowindy;  |% einpoutjndino
n o[npow nding
I m m o 8jrIpowW uohoun; jRIoeds
] W le - m ejnpotw uoydun; [Broeds

Alddns semod

Alddns 1emod

YUF

X/YOF

Fig. 7.11 Example System Configuration
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are set in order to make it possible to read data from and write data

The B/W allocations for this example are shown in Fig. 7.12. They
to the buffer memories of the special function modules mounted at

(b) B/W allocations

each remote 1/O station by using ZNFR/ZNTO instructions. They are
Figure 7.13 shows the screen for setting the B/W common parameters.

also set for communication between the duplex remote master

station and duplex remote submaster station.

1R2 1R3 1R4

1R1

1DMR

s g R . R bttt ] mlaeadetnd

e e T ) e e L A ks s Rttt aloalankaded

s e ! e . L T il s ikttt et sttt

Y, N, N, N N
97/\\N” 7//& 3 7/ \ WV/ s 7/\ N \&
enan gl .Mu)\wm\(mm)\m meom\(.ﬂ W S ERABI G memmemw)\m m\(wm\(._mu. W

Fig. 7.12 Example B/W Allocations
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(HELSECNEI /18Duplex R/M> (BY Set>l]
etwork (8 1)
NET/18 Duplex R/M 1st I,0 8 38

LCmm Parm
fAluxiliary Setting

Link DT 28088 nms Network # 1 Slave PC Sta 5
L Sta—;ﬂ/ll Sub M Sta(;IVR Sub |M Sta—;H/R Sub M Sta(;H/R Sub
Station | First Last First Last First Last First Last
1 [ @£ Fl [ 188]-[ 16F] [ ©8]-[ 1F] [ 188]1-L 11F]
2 [ 1-I ] [ 1-L ] L il § 1 L 1-L
3 [ 101-L 1F] [ 118]1-T 11F]} I 28]-L 3F] [ 1281-L 13F1
4 [ 28]-I 2F1 [ 1281-L 12F] [ 481-L 5F] [ 148]1-L 15F]
Sub 5 [16681-[18FF] [11081-[11FF] [1988]1-118FF1] [11681-[¥8]
[ J-L 1 L I-L 1 [ H b L 1-L 1
[ I-I h| [ 1-L 1 [ b 1 [ 1-L b |
4 1-L ] 4 1-L 1 L - 1 L 1-L h|

F3:BU->X¥-> Esc:Clese

gUp:Prev PgDn:Next

Fig. 7.13 Screen for Setting B/W Common Parameters
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(c) X/Y allocations

The X/Y allocations for this example are shown in Fig. 7.14. The
"actual 1/0 range" in the figure indicates the range of devices used
for the I/0 modules and special function modules mounted at the
duplex remote master station (1DMR) and duplex remote submaster
station (1DSMR5).

Make the X/Y allocations in the area following that occupied by the
actual I/O range.

Figure 7.15 shows the screen on which the X/Y common parameters
are set.

X1000

10FF

1DMR 1R1 1R3 1DSMRS
[} Xa o
Actual Actual
Vo { vo [§
range Y80 range
&F 8F
XBF S
X200 Y11F
X2HF
X440}
—>s R
X46F
X500
X58F
X870F
XBBF|
7FF TFF TFF 7FF

X1000

X10FF|

1FFF!

Y1FFF

Fig. 7.14 X/Y Allocation Range
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LCnn Parm <MELSECNET - 18Duplex R/M> (XY Setd]
fAuxiliary Setting etwork (8 1)
NEI/18 Duplex R/M 1st 1/0 & 38
Link WDT 2888 mns Network # 1 Slave PC Sta 5
M Station->M/R Sub S;%ion M Station<{-M/R Sub Station
Station First Last First Last First Last Pirst Last
1 [ 2881-C 31F] [ 881- 41iF [ 2001-L 2BF1 [ 8l1- BF
2 [ 460]1-[ 43F] [ 8]1- 3F [ 448]-L 46F] [ 48)- 6F
3 [ 538]1-f SEF] { 381- EF [ 588]1-1 58F] I 8]- 8F
4 [ 688]1-L 68F1] [ B8]1- 8F [ 6701-L 6BF] [ ?8)- BF
Sub 5 [18081-[16FF] [18881- 18FF [186881-[18FF] [EEE)- 18FF
[ 1-L 1 L 1- [ 1-L 1 [ -
L 1-C 1 [ 1- L 1-L 1 L 1-
L 1-L 1 [ 1- L -t 1 L 1-
F3:BU->XY-> Esc:Close

Fig. 7.15 Screen for Setting XYY Common Parameters

POINTS

(1) There are no default settings for X/Y ranges in the network refresh

{Network Refresh Parameterl
—i 1
NET/18 Dup /M| & of IX
ist 140 8 Device Link Side CPU Side
Network % 1 First Last |First Device Last Device
B IX [819221 BL ©J)-BLiFFFI<> BL @] ~BI1FFFP]
¥ IR [81921] 18 B1-WILIFFFI<> WL al —WI1FFF]
X TR [81921] XL @1-X[1FFFI<> XL 8] —XI1FFFP]
¥ IR 81921 b4 B81-Y[1FFFI<> YL B8] =¥ [

(2) If the same addresses as in the actual I/O range are allocated, set
the network refresh parameters so that refresh is conducted after
the actual I/O range.
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]

(6) Parallel master system setting example

(a) System configuration

The example presented here describes the common parameter

settings for a system with the configuration shown in Figure 7.16.
Note that it is assumed that input modules and output modules

occupy 16 points, and that special function modules occupy 32 points.

6jnpow uopouny (eoedg

X/¥70

X/Y8F

X9F XBF

YEF

YBF

YIIF

ejnpow Jndino
ejnpow ndino
enpow ndino ueoRA
onpow ndhno JuBIRA
i ojnpow Jnding jusareA
] Jueoep
onpow Jnding
m ejnpow Jnchno m W o[npow Jnding b 2 ...-o.“>
onpou NG . o " e oinpoul 1ndy)
eImpoul nding — R W & ° e|npow ynduj
einpow indu; M o m e|npow jndug
oInpow Indy) Aiddns Jemod Kiddns Jemod
ejnpow ynduy W _
m einpous yndu) m P e iy
> LiHadLLY —1 > >
.m W ejnpow Jndino
w m a[nRpow uolouN [EReds
w m ajnpow uopoun eveds JUBOBA
Aiddns Jemod 8|NPOW UCKOUN) [Bo6dS JUBORA
enpow yndu| JuBIEA
o|npow Indu| We2BA
Q[ empouwindy % m npo ._.““:o
Y ojnpous )ndyno
I W m o einpow yncdino
M (< m einpow yndino
Addns zemod Ajddns semod
- [ |
o
z juBoEA
m m ejnpow jndu| W
o > >
..M e{npow jndu)
m ejnpoul 3nduj
ejnpow jnding
ejnpow Inding
onpow INno
S| empownding |4
TR
m e[npow ynding m W m -
ejnpow Jndyno Alddns Jemod
oinpoul ynding
ejnpouw Inding
LdaoLiry — m @npow 3nduj m
sinpou ynduj onpo w ynduy
oInpow indu) enpow jndu| o
£ ejnpow jndu] -3 o[npoul yndu] m ejnpow nding
m M ojnpow jndu| ”_..voE indino
1 ofnpout Jnduj Inpows indino
Qb&:w 1emod Sinpou indul srpot o
2 onpourndu |4 Sinpout 5“.:0
enpow Indino
— o m m o 8[npow uojioun) [epeds
I W m - m e|npow uopouny [Bledg
Aiddns semod x Alddns semod

Fig. 7.16 Example System Configuration

7-52
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(b) B/W allocations

each remote I/O station by using ZNFR/ZNTO instructions. They are

also set for communication between the parallel remote master

are set in order to make it possible to read data from and write data
station and parallel remote submaster station.

The B/W allocations for this example are shown in Fig. 7.17. They
to the buffer memories of the special function modules mounted at

ters.

Figure 7.18 shows the screen for setting the B/W common parame

1R4

1R3

1R2

1R1

1PMR

e mmmmmemeemmmmmemmmmmemsSeeosooooo-
w gz~ E~EENEE s~ ug~l B~BE~E E
E _ N AN NN

DD SGY I My R SRR S itttk el Anbbiad mhainheil S A
! B85~ & £ g~58~ 3 =
1 SR 0

| @ SR =z 2R
080t S DS
e e et I Y
m ot 2k E gt Rt z
o 7/ L 7, 7

U DI NI SRS SETSPRRRSERER S RS B R 5 siniaiaidea bt iy A
il Inkeieieteieteints Wil ity Rt A I A RER I
“ E E
]

m @ =

1

]

[ DI NI MpEpEIEE SEPRERSEEREE RS RS i stutal plaka ket iy R
“..:|||||||..-||... |||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||
m [ w M\I\W W O\I\W .ml\/\m W
Y N \ \

IS\ S\

FEDE (IR INNONDER AU ISR e SEESRPIPRPEIEPRPRE P B Kttt bkt ntit A
IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII ===

Fig. 7.17 Example B/W Allocations
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[Cnn Parm (HELSECNET/16ParallelR/H)<BY Set>]

fluxiliary Setting etwork <(# 1)
NET/18 ParallelR/M 1st I/0 % 3a
Link WDT 2008 mns Notwork # 1 Slave PC 8ta 5
BL Sta—nM Sub |n Stn<;H/R Sub M Sta—“»l/ll Sub |M Sta<;H/R Sub
Station | First Last Firgt Last First Last First Last
1 [ 8L F] [ 188]1-L 10F] f 61-L 1F] [ 188]-[ 11FP]
2 L -I ] [ 1-f ] L 1-L ] I 1-[
3 { 18)]-L 1F1] [ 1181-C 11F1] [ 281-L 3F] L 128]1~L 13F1]
4 [ -t 1 [ 1- 4 el ¢ 1 L 1-L 1
Sub 5 [1888]1-{16FF] [1188]1-[11FF1] [19881-[10FF] (11681~ [EE]
[ pad | 1 L I-L ] L -L ] L 1-[ 1
[ I-I 1 [ I-L b] [ 1-L ] { 1-I ]
L it ] 4 1-L 3 [ -L ] I 1-I b
L

LCrhn Parm Label :

(HhLShUNEI/iUPan\llcJ.H/ﬂ)(‘éub Bl Set> 1l
E]

Aluxiliary Setting— etwor >
NEI/18 ParallelR/M 1ist 1,0 & 3a
Link WDT 2888 =ns Network & 1 S$Slave PC 8ta 5
M Suhn->R Sta | N Suhn<-R Sta | M Sub-“>l! Sta ] Suhf,-k Sta
Station First Last First Last First Last First Last
1 L 1-L 1 L I-L ] [ 1-L 1 [ I-£ 1
2 L -L 1 L -L 1 [ 1-L ] [ I-L 1
3 L I-I ] [ 4 -I 1 [ I-L ] [ 1-L 1
Sub g [ 58a]1-[ 58F1] [ S518)-L 51F1 [ 5881-f 51F] [ 5201-[IEER]
ul
L 1-L 1 L I-L ] [ -t ] L 1-L 1
L 1-L ] L -C ] [ I-L 1 [ I-~L 1
[ -t 1 L ~L 1 [ I-t h ] 8 1-f ]

Up:Prev PgDn:iNext F3:BU->K¥->subBU-—>subdY Esc:Closell

Fig. 7.18 Screen for Setting B/W Common Parameters
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(c) X/Y allocations
The X/Y allocations for this example are shown in Fig. 7.19. The
"actual I/0 range” in the figure indicates the range of devices used
for the I/0 modules and special function modules mounted at the
parallel remote master station (1PMR) and parallel remote submaster
station (1PSMR5).
Make the X/Y allocations in the area following that occupied by the
actual I/0 range.
Figure 7.20 shows the screen on which the X/Y common parameters
are set.

i
X

3 1

1PSMRrS
X0 0

Actual
170
range

~—

8F

5 1
O
i

DI

XBF

A ok
)

%%
¥
Iy

Y280

B
Y
%

X2BF

Y31F

Y430

7

X48F

|

Y4EF

7FF 7FF TFF TFF

X1000 Y1000

F

1FFF Y1FFF

Y1000 ' X1000

D,

Y10FF X10FF Y10l

|5 7

Fig. 7.19 X/Y Allocation Range
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LCnm Parn (MELSECNEL/1HParallelH/M)CEY Setd ] Label =
Auxiliary Setting— etwor # >
NEI/18 ParallelR/M ist 10 & 38
Link UDT 2088 ms Network & 1 Slave PC 8ta 5
] Sgation-—)ll/l! Sub §%tion' L Sza‘::hw(—ﬂ/ll Sub stgtinn
/
Station First Last First Last First Last First Last
1 [ 2881-[ 31F] [ 88]1- 11F [ 204]-L 2BF] [ @8]l- BP
2 [ J-L [ 1- [ L L 1-
3 [ 430)-[ 4EF] [ 38)]- EP [ 4880)-[ 48F) [ 8]- 8F
4 L I-L L 1- [ [ ] [ 1-
Sub 5 [1890]1-[16FF1 [18681- 18FF [10881-[18FF] [EEE - 18FF
L I-L L 1- [ 1-I ] [ 1~
L I-L 1 L 1- [ -L 1 [ 1-
8 1-L 1 L 1- L -L 3 [ 1-

[Cmm Parm MELSECNET/1BParalielR/M)C(Sub XY Setd1 Labhel :

Aluxiliary etwork ¢ 1>
NEI/18 ParallelR/M ist 1,0 & 36
Link WDT 2089 Network ¥ 1 S8lave PC Sta 5
L] SI'.’lb Station—>R Stgtion N 8;‘113 Station{-R St;tion
Station First Last First Last First Last First Last
1 L L 1 L 1- L I-L ] L 1-
2 { 2801-1L 23F] [ 6l- 3F [ 2481-L 26F1 [ 48]1- &6F
3 L - 1 [ 1- L -t ] 9 1-
Sub g [ 388]1-L 38F1 [ 8l1- B8F [ 3?81-L 3BF1 INESN- BP
u.
L L 1 [ 1- [ I-L 1 I 1-
L I-L 1 [ 1- 8 1-L 1 L 1-
L J-L 1 L I- [ 1-L ] L 1-

F3:RU->RY-D>subBW->subRY Esc:Close

Fig. 7.20 Screen for Setting XY Common Parameters
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POINTS | |

(1) There are no defadlt settings for X/Y ranges in the network refresh

MELSEC-QnA

parameters. The X/Y refresh range must be set for the parallel
remote master statio d allel re S stati
[Netuok Refresh Parameterl Lahel :

NET/18 Para /M| 8 of TX

ist I,0 8 30 Device Link Side CPU Side

Netuork # 1 First Last |First Device Last Device

B TX 81921 BL B81-BIiFFFI<> BL [} ] —~BI1FFF]

v X 81921 W BI-WI1FFFIK> WL al —[1FFF]

X IX [8192] XL @J-X[1FFRI<> XI 3] -X[1FFF1

¥ TX [81921 YL 8)-YI[1FFFIK> YL al i1 FFFL

(2) If the same addresses as in the actual /O range are allocated, set
the network refresh parameters so that refresh is conducted after
the actual I/0 range.
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7.6 Station-Specific Parameters

These parameters are set to rearrange the B and W transmission range
allocations made in the common parameters, or use only the required parts
of the range. The settings are only valid at stations where station-specific
parameters are set.

Setting station-specific parameters makes it unnecessary to change the
sequence program if the common parameter settings are changed.

(1) Items to be set
(a) Common parameters
The display contents differ according to the module type.
» Control station
.......... The allocations actually made with the common parameters
are displayed.
« Normal station
.......... The common parameter settings read with the extended
settings are displayed. However, if an item is not displayed
here it does not mean that it cannot be set, The display
serves as a reference for the setting 1/setting 2 settings.

[Auxiliary Setting{(Specific Parm>1l

1. Parameter Name [ i |
2. Refer to Common Parameter
ls)ri:e I[:gaSTEH 1 Files containing the
ystem common parameters to
Machine [MAINE 1 be read for reference
Unit 11

[Execute{¥) Cancel(N>
Space:Select Esc:Close

(b) Setting 1/setting 2

1) Setting 1 and setting 2 indicate that the transmission range for each
station No. can be divided into two parts.

2) Settings can be made as required provided they are within the
allocation range for all stations in the common parameters.

3) Station numbers for which no settings are made for setting 1 or
setting 2 are regarded as having no range settings even if ranges
are set in the common parameters.
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|POINTS |

(1) Set settings 1 and 2 within the device ranges set in the common
parameters.
If they are set outside these ranges, a consistency error will occur
(the PRM.E LED will light).
Note also that settings in which setting 1 and setting 2 ranges
overlap are not permissible.

Station Station
1 1
Station Station
2 2
Station ¥ Station Station
3 Dupli- 1 1
. Vacant
Station | cation | station Station
4 2 Dupli- 2
Station Station | cation
3 3
" " Vacant
Station Station
4 4
Station
3
Station
4

(2) If the parameters are registered with no settings made, it is the
same as if no common parameter settings were made and cyclic
transmission is not possible.

Change the "A Set" in the screen display to " A None".

Unit ¥1 Unit #2 Unit #3 . Unit %4
NET-18
Normal

ist 10 8 [ 81

Network ¥ L 11

# of Station(Slaved

Network Refresh Parm |@ None
Common Parameter [ 2
Specific Parameter [§ Set:

I1/0 Allocation \
TX Parm For DataLink —
Routing Parameter Non

B:Setting Done *For 0n1 Reference
ace:Select Esc:Close

o-Must Be Set B:=If Necessar

then [F7] (cut) to change the display to

[Locate the cursor here and press [F6] (select)]
" A None'. y
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(2) Setting example
The screen with settings made to achieve the range changes at each
station indicated below is shown in Figure 7.21.

Network module (control station)

r A
1 1
1 Station-specific parameters Common parameters 1
! 0 0 :
i . .
1 ’ S Station Station :
: 11) 11) !
! FF !
! 100 § '
: S Station Station :
1 2 12) 1
\ 1FF 1FF |
1 200 200 h
: S Station Station S :
| 3 2 !
1 oFF 2FF !
! 300 300 :
: S Station Station S :
1 4 3 1
' 3FF 3FF '
) 400 ] 400 1
[} . .
. ( Station Station ( i
' 12) 4 :
! 4FF 4FF !
i so |
! Station !
: 5 S '
1 [}
1 5FF 1
[} [}
L e e e e o e o . A e = =~ ——— d
[Spec Parm  <MELSECNEI~ 1M Control>  <B Set)l
twork <8 1)
NET/18 Control 1ist I/0 &
Network % 1 & of Sta 6
Set;:lng h Satltling 2 (:omlan Parm
Station First Last Pirst Last First Last
1 [ @1-L PPl |L 5881-C SFF] 8 - 1FF
2 [ 188]-[ 1FF]1 |I 1-L 1 208 — 2FF
3 [ 208]1-L 2FF] L I1-L 1 3@e - 3FF
4 [ 3881-L 3FF] [ 1-C 1 498 - 4FF
5 [ 4A81-[ 4FF1 |L 1-L 1 508 —~ 5FF
6 1-C 1 |t 1-C ] 608 — 6GFF
L 1-t 1 |t 1-1L 1 -
r 1-L 1 ]t 1-L 1 -
n:Prev PgDn:HNext Fi:B->U-> Esc:Clese

Fig. 7.21 Screen for Setting Station-Specific Parameters
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7.7 1/0 Allocations

These are settings whereby module information is set in advance in order
to prevent shifting of the I/0 numbers when modules are mounted or
removed, and to save the I/O poinis at vacant slots.

I/0 allocations are set only for remote 1/0 stations where they are required;
they do not need to be set at all remote 1/O stations.

(1) Items to be set

(a) Number of slots
Set the number of slots at the remote /O station where I/O allocations
are to be made.
Count even base units that have less than 8 slots as occupying 8
slots.

(b) Slots
The set number of slots is displayed here.

8(1-90)
| L Slot No. within the base unit (0 to 7)
Base unit No. (0 to 7)

Serial slot No. (0 to 64)

(c) Type
Set the module type here.
eBlanK.....ccooeevieennen. No I/O allocation is made
¢ Vacant
elnput......cocvveennnnennn. Input module
o Qutput.....cccccnrrnnnn. Output module

« Special function ....Special function module
(d) Number of points
Set the number of pomts for the module here.
¢ 0 points
s 16 points
¢ 32 points
¢ 48 points
¢ 64 points
(e) Type
Set the module type here.
This is set only for reference purposes and does not have to be set.
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POINTS'

(1) Actual mounting status and |/O allocations
The operating status differs according to the combination of actual
mounting status and I/O allocations. The possible combinations
are indicated below.

Actual Mounting
Status| |hpum Output Fsu':::‘;:zln Vacant

1/0 Allocation

Blank (o] o) [o] *3
Vacant —_ — — "
Input o — X *4
Output o o X 3
Special function X X o2 -

O : Normal operation

— : No operation

X : No operation (RMT.E. error occurs)

*1 : The number of points occupied by the mounted modules and
number of points in the I/O allocations are different.
[Number of points occupied by the mounted modules
< number of points in 1/0 allocation]

The points beyond those occupied by the mounted modules

become dummy (wasted) points.
i 3

Points occupied by
mounted modules

Number of 1/0
allocation points

Dummy points

X

[Number of points occupied by the mounted modules
> number of points in the I/O allocation]
The points beyond those occupied by the mounted modules

cannot be controlled.
x

Number of {/O
allocation points
Points occupied by
mounted modules

Cannot be controlled

Yy _

*2 : Only when the number of points occupied by the mounted
modules and the number of points in the 1/0 allocation are the
same.

If these numbers of points are different, normal operation is
not possible.

*3 : Treated as 16 points

*4 : Significance differs according to the I/O allocations.

eVacant............. When made "vacant, 0 points".
e Input/Qutput..... When an input/output module is to
be mounted in the near future.
(2) Set the common parameters in agreement with the settings made
in I/0 allocation.
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(2) Setting example
The vacant slots of the remote I/O module shown below (1R3) are
assumed to be set to "0 points".
The I/0 allocation screens are shown in Figures 7.22 and 7.23.

0 1 2 3 4 5 6 7

wey | A720P25 | Axa1 | Ax40 | Ax40 | AsBaD | As2DA

Input, input, Input, Special, Special,
1R3 32 points 16 points 16 points 32 points 32 points

8 9 .10

Power AY42 AY41 AY40
supply

Qutput, Output, Output,
64 points 32 points 16 points

(NET/18 Remote>{Setting:Slots)]
Network (& 1)

NET /18 Remote 1st 1,0 8 48
Network # 1 Slave PC Sta 6
Sta|Slot |Sta]Slot |Sta|Slot |Sta|Slot|StalSlot|Sta|Slot|Sta|Slet|Sta|8lot
# # # 2 # # # ]
1|1 1 99—\ 1?|—| 25— 49 |-——| 5?|—
2|C_ 1] 18— 18|——| 26| — 58|-———| 58—
3|t 11 |—) 19|———| 27|—- 51 |-—| 59—
4iC 1| 12—} 20}———| 28|—— 52|——| e@|——
5L 31| 13—} 21|——| 29|— 53— 61|—
6(C 1| 14]—| 22|—--| 38|— 54|-—| 62|—-
2| 1S}—| 23|~} 31 |— 55— 63—
8|—-1{ 16}——| 24|——| 32|— 56 |——1| 64—

Fig. 7.22 1/0 Allocations (Number of Slots Settings) Screen
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LL/O (NET/10 Renote 1l

Station Slot Type Itens Type Name
3 a<B-@> [<Inp > | <32Pt> [AR41 1
3 1<8-1)> |<Inp > | <16Pt> - ]IAX48 ]
3 2{8-2> |[<Inp > | <16Pt> [AX48 ]
3 3<B-3> [<Sp > | <32Pt> [A6BAD ]
3 4¢@-4> |<Sp > | <32Pt> [A62DA 1
3 5¢8-5> |<Free> | < 8Pt> [ 1
3 6(B-6> |{Free> | < 8Pt> [ ]
3 ?(B8-7> |{Free> | < 8Pt> L 1
3 8<1-8> |<0ut > | <64Pt> ]
3 9<1-1> |<Out > | <32Pt> [AY4] b ]
3 18<1-2> [KOut > | <16Pt> [EEC I 1
- < > 1 < > L ]
— < > | < > L ]
- < > | < > [ ]

Fig. 7.23 1/0 Allocation Screen
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7.8 Transfer Parameters for Data Link

MELSEC-QnA

These parameters are set for transferring data to other networks.
For details on this function, refer to Section 6.1.6.
Up to 24 B settngs and 24 W settings can be made.

[Tx Parameter for Data Linkdcl>]
Unit # 1 Unit # 2 —71— bUnit &
MELSECNET/18 MELSECNET /108
Gontrol Normal
# L] 1Y) W
Pirst Last First Last First Last Pirst Last
1 L @1-1 3PXKK-|<-[10881-[103F]  § 1-I 1 L I-L 1
2 [ 1883-[ 15F1->|->[1180]-[11SF] L 1-[ ] C J-L 1
3 L 1-L 1 ) 1-L ] i 1-L 1 L 1-L |
4 L -1 1 L I1-L ] [ -1 ] 8 I-L 1
5 L I-L ] L -t ] [ 1-I ] [ 1-L 3
6 £ 1-L 1 L 1-L 3 L 1-L 1 L 1-E ]
? L 1-1 1 L I-L ] L -1 1 L I-I 1
8 L 1-L k| £ 1-L 1 L 1-L ] L 1-C ]
9 L -1 1 L 1-L ] [ o § 1 L 1-I 1
18 L 1-L 1 L 1-L ] [ -1 1 L -t 1
=B

Screen for Setting Transfer Parameters for Data Link

The settings made in the screen above can be represented as shown
below.

[=]

100

The transfer destination
must be set within the

transmission range of {
the host station (control
station).

FF

IR N\

110 MELSECNET/10
control station normal station
////////// .o to 3F 0

N
1000 to wsr//////// 7000
{
1100 to 115F N :?g:-)
\/-\/
] e
%

The transfer destina-
tion must be set within
the transmission range
of the host station
(normal station).
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— - ____________________________________ ] ﬂn[El.E;EE(:-()l\l\
7.9 Routing Parameters

These parameters are set in order to perform the routing function.
For details on this function, see Section 6.2.2.

[Routing Paraneterl Lahel =
Settin <t 1)
TX Dest|Relay Rela{ Via NET/1 Control 1st 1,0 # ]
s N:tuork N;tuork S:at on S;atinn Network B 1 Slate PC Sta 7
Setting (B 2>
1 [ 6] [ 2] j[13]Sta|[  ISta ist 1,0 &
2 f 721 [ 2] |[ 21Sta|[IlISta| [Network 8 Slave PC Sta
3 L 1 L ] I[ Istajl 1S5ta
4 L 1 4 1 {f JStall 1Sta] [Setting < 3>
5 L 1 L 1 ][ 1Stail JSta ist 1,0 &
6 L ] E 1 | JS8tall 1ISta]| |Network % Slave PC Sta
? L 1 8 1 |I 1S8ta|fl 1Sta
8 [ 1 [ 1 | 1Sta]l 1Sta] [Setting <% 4
9 [ 1 L 1 | 18tall 1ISta ist 1,0 &
18 L 1 8 1 | ISta]l 1Sta} |Network % Slave PC Sta
Up:Prev PgDn:Next

Screen for Setting Routing Parameters

POINTI

The routing parameter settings can be read/written (altered) by using
RTREAD/RTWRITE instructions.
This is useful if you want to change the intermediate station No.
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8. LINK DATA SEND/RECEIVE PROCESSING & PROCESSING TIME

This section describes the methods for sending/receiving data, and the
processing time, in a MELSECNET/10 remote I/O network.

8.1 PC to PC Network
8.1.1 Link data send/receive processing

(1) Outline of send/receive processing

in a PC-to-PC network, the B/W/X/Y devices are used for communica-

tions.

Communication with the link relays (B) is described here.

1) BO at the send side is turned ON.

2) On execution of link refresh, the BO information is stored in the

"~ refresh data storage area of the network module.

3) The B0 information stored in the refresh data storage area is stored
in the link data storage area.

4) On execution of link scan, the BO information in the link data
storage area is stored in the link data storage area of the network
module at the receive side.

5) The BO information of the link data storage area is stored in the
refresh data storage area.

6) On execution of link refresh, the BO information is stored in the
device memory storage area of the QnACPU.

7) BO at the receive side is turned ON.

: QnACPU Network module : : Network module QnACPU :
! T | 1 T 1
1 , I ! H I
| B B 1 B | | B [ B B I
| ! | 1 I I
I ' 1 1 ; I
| 1 1 1 | |
i I | | 1 1
1 : I : ! :
| 1 | 1

| . Refresh ! Link I | Link I | Refresh . |
! E,ZYQZ?y <'L__2)—_—> data 3) |data \,/1—4_;_—'> data 5) |data 6) E‘m%ery !
\ storage storage storage > storage |
| || storage area i |area T V| | area i |area N (| storage I
I area . 2 ) 3 [ | 3 1 ” . area |
| Link !  Link | ! Link i
t refresh i |scan ] refresh i
| *1 1 1 1 ) * |
| : [ l i I
' = I l = I
i

i 1 | | : i
| ! 1 1 ! |
I ! I | ! !
1 1 1 |
L o e e J L o o e —————————— _|

... Set with the network refresh parameters.

*2..... Set with the station-specific parameters. (If no setting is made the
common parameter statuses are stored without change.)

*3..... Set with the common parameters.
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(2) Link scan and link refresh

Link scan is executed asynchronously with the sequence scan of the
QnACPU.
Link refresh is executed at QnACPU "END processing".

Sequence scan [0 Enp [ o eno | o enp o END |

Link refresh Link refresh Link refresh

Link scan “H H M H H H H

(3) Fate of link data when there a station becomes faulty or stops

If a station becomes faulty or stops during data link, the data received

from that station immediately before the fault or stop is latched.

(A "stopped station" is a station at which cyclic transmission has been

stopped from a peripheral device.)

(a) At stations which are communicating normally, the data received
from the faulty or stopped station is latched.

(b) At faulty stations and stopped stations, data received from other
stations is latched.

[Example] : Assume that 1Ns2 has become faulty due to a cable
disconnection.

Faulty station

NS
N\

NS

&

11

]
]
1
] 11
i
1
1

X X

X X
E
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(4) Fate of SB/SW data when a station becomes faulty or is stopped
Link special relays and registers (SB/SW) can be used to ascertain

whether or not stations are faulty or stopped.

They can be used to establish interlocks in programs.
Details of Link Relays/Link Registers

MELSEC-QnA

Link Special i Signal Status
Relay/Register Details
OFF ON
SB47 Indicates the host station transient transmission status. Normal Abnormal
SB49 Indicates the host station cyclic transmission status. Normal Abnormal
Indicates the transient transmission status of all stations Fault
SB70 (including the host station). All stations stati o¥|
However, the status is only indicated for the number of normal exists
stations set in the parameters.
Indicate the transient transmission status at each station.
SW701073 |e.ch bit corresponds to the status of an individual station. Normal Abnormal
Indicates the cyclic transmission status of all stations Fault
SB74 (including the host station). All stations statio¥|
However, the status is only indicated for the number of normal exists
stations set in the parameters.
Indicate the cyclic transmission status at each station.
SW7410 77 [gacp it corresponds to the status of an individual station. Normal Abnormal

(5) Relationship between data link status and status of the PC CPU
The relationship between the data link status at the control station
and normal stations and the PC CPU status is shown in the table

below.

Relationship between Data Link Status and PC CPU Status

QnACPU Control Station Status

Normal Station Status

STOP

STOP

L. CIR RUN
RESET @ RESET

Control station

Data link in progress

Normal station

Data link in progress

RUN

STOP

L. CLR RUN
RESET @ RESET

Control station

Data link in progress

Normal station

Data link in progress

RESET

STOP

L. CIR RUN
RESET @ RESET

Control station

Data link in progress

Normal station

Data link in progress

RESET-»other than RESET
(network module is reset)

STOP

L CIR RUN
RESET @ RESET

v

STOP

L. CLR RUN
RESET @ RESET

Control station —_

On resetting, since the control
station sends the parameters to
the normal stations again, data
link is temporarily suspended.
When transmission of the
parameters is completed, data
link recommences.

Normal station |Data link in progress

STOP—-RUN

Control station |Parameters resent

Temporarily stopped

Normal station |Data link in progress

Data link in progress
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8.1.2 Transmission delay time

(1) Transmission delay in a two-tier system
(a) B/W/X/Y communication
The transmission delay time for B/W/X/Y communication is
determined from the following three times by using the formula
presented below:
e Sequence program scan time for the sending station and
receiving station
o Link refresh time
» Link scan time

—— [B/W/X/Y transmission delay time (Tp1)]

TD1=ST+aT + (LS x3) + (SR X 2) + R [ms]

ST : Sequence program scan time for the sending station
SR : Sequence program scan time for the receiving station
oT : Link refresh time for the sending station '

oR : Link refresh time for the receiving station

LS : Link scan time

*1 : This is the total for the number of network modules installed.

i | [ X
0 END 9 El:lD
L } L AY
SR 1 4+ ——
o J
BO
_“._..
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(b) ZNRD/ZNWR/SEND/READ/WRITE/REQ instruction

The transmission delay time for ZNRD/ZNWR/SEND/READ/WRITE
/REQ instructions is determined from the following three times by
using the formula presented below:

¢ Sequence program scan time for the sending station and

receiving station
e Link refresh time
¢ Link scan time

— [Instruction transmission delay time (Tp2)]

Tp2 =(STXx2) + (aT x2) + (LS x 6) + (SR X 2) + (€R X 2)

Number of simultaneous ) "1
transient transmission requests. 15 x (LS X 2) [ms]

( Max. npmper of transient
transmissions
ST : Sequence program scan time for the sending station
SR : Sequence program scan time for the receiving station
aT : Link refresh time for the sending station
OLR : Link refresh time for the receiving station
LS : Link scan time
Number of simultaneous transient transmission requests
: This is the total number of transmission requests made by
stations in the same network in one link scan.
Max. Number of transient transmission
: This is the maximum number of transient transmissions
possible in one link scan. It is set by the common parameter
extension settings.

*1 : Decimal fractions are rounded up
*2 : This is the total for the number of network modules installed.

ZNRD execution ZNRD completion

0 END 0 END 0
oT \_ﬁ
\) : ! 1 P ] ! || - )

s I LIS Ol ¥ i LIS
0 END)DO END/_——/
=R
oR

When transient transmissions are executed from two or more stations at the same time, it is
possible to shorten the ZNRD/ZNWR/SEND/READ/WRITE/REQ instruction execution time by
setting a higher value for the maximum number of transient transmissions in one scan.

For example, assuming that the number of stations at which ZNRD/ZNWR/SEND/READ/WRITE
JREQ instructions are executed is seven, if the setting for the maximum number of transient
transmissions in one scan is changed from the default of *2* to "7" or higher, the required time
{link scan time: LS x 6) will be shortened.
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(c) Link refresh time ’
The link refresh time is determined from the following four factors by
using the formulae presented below:
¢ Number of points allocated for link devices
» Transfer to extension file registers (R, ZR)
e Inter data link transfer
¢ CPU type used

— [Link refresh time (oT: Sending station aRr: Receiving station)]
aT, aR = KM1 +KM2x( B+X+Y+8SB+(Wx16) + (SW x 16) )

8
+ 0E + oL + (number of network modules - 1) [ms]

B+X+Y+(WXx16)

aE=KM3x(

aL=KM4+KM5x(

)

B+§Wx16))
8

B : Total number of link relay (B) points used in all stations "'
W : Total number of link register (W) points used in all stations "
X : Total number of link input (X) points used in all stations "
Y : Total number of link output (Y) points used in all stations "'
SB : Number of special relay (SB) points for link

SW : Number of special register (SW) points for link

oE : Extension file register (R, ZRZ) transfer time "2

oL : Inter data link transfer time

KM1, KM2, KM3, KM4, KM5 : Constants

Constant KM2 KM3

CPU KM1 Other th Other than
an 3 al *3

Type AssHB | ASeHB AsgH | AsSHB
Q2ACPU(S1) 2.3 0.00247 0.00125 0.00258 0.00133
Q3ACPU 1.8 0.00232 0.00123 0.00239 0.00131
Q4ACPU 1.0 0.00216 0.00093 0.00228 0.00096

Constant KM4 KM3

*3
Other than A38HB A38HB Other than .
CPU A38HB
A38HB

Type Two |Three| Four | Two | Three| Four
Q2ACPU(S1) 3.2 4.2 5.2 3.0 4.0 5.2 0.00520 0.00289
Q3ACPU 2.6 3.4 4.2 2.4 3.1 3.8 0.00483 0.00257
Q4ACPU 1.6 2.2 2.7 1.3 1.8 2.3 0.00443 0.00187

*1

*2

: This is from the beginning of the setting range to its end. '

(Unused areas part way through the range are included in the number
of points.)

: Set "0" if not used.
: Indicates the situation when the network module is mounted on an

A38HB.
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(d) Link scan time
The link scan time is determined from the following two factors by
using the formula presented below:
o Number of points allocated for link devices
e Number of stations connected in the network

—— [Link refresh time (LS)]

LS = KB + (0.75 x Total number of stations)

(B+X+Y+(Wx16)
* 8

x 0.001 )+ (T x 0.001) [ms]

KB : Constant

Total Number
of Stations 1to8 | 9to16 |17 to 24|25 to 32 (33 to 40|41 to 4849 to 56|57 to 64

KB 4.0 4.5 4.9 5.3 5.7 6.2 6.6 7.0
1

: Total number of link relay (B) points used in all stations i .

: Total number of link register (W) points used in all stations 1

: Total number of link input (X) points used in all stations 1*

: Total number of link output (Y) points used in all stations 1

: Maximum number of bytes transmissible by transient
transmission in one link scan

A<Xs®

*1 : This is from the beginning of the setting range to its end.
(Unused areas part way through the range are included in the number
of points.)

*2 . When transient transmissions are received simultaneously from more
than one station, this is the total for the multiple transmissions.
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(2) Transmission delay in communication between data links

In multi-tier systems, determine the transmission delay when the inter-
data link transfer function is used to transmit data to another network
on the basis of following factors.

(

Transmission delay
time in inter-data
link transfer

)

Processing time from Processing time from

the sending station to + the intermediate station

the intermediate station to the receiving station
Intermediate station)
scan time

(a)

(b)

Processing time from the sending station to the intermediate station
This is the time taken for the data to be transmitted from the station
in which it is written (the sending station) to the intermediate station,
which transmits data between data links; to take the example in Fig.
8.1, this is the time taken for the transfer of data from station 1Mp1

to station 1Ns3. Calculate this processing time by using the formula
for calculating the transmission delay time in a two-tier system given
in section 8.1.2 (1) (a).

Processing time from the intermediate station to the receiving

station

This is the time taken for the data to be transmitted from the
intermediate station to the station that will read the received data
(receiving station); to take the example in Fig. 8.1, it is the time taken
for the transfer of data from station 2Mp1 to station 2Ns3.

Calculate this processing time by using the formula for calculating the
transmission delay time in a two-tier system given in section 8.1.2 (1)

(a).
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QnACPU 1Ns3 2Mp1
0 B B
Mp1
N 1Ns2
1Ns3
3FF
1000 1000 | 1020
M > 77
p1 L orF SRS
103F
2 2Ns2
0
2Ns3 131F
13FF 13FF
I L N T T T

Network No. 2
’ ( Network No. 1 ) i, {1

| |

1Mp1 TMs2 2Ns2 2Ns3

B1000

= o]
B200 .

B1300
Sequence scan

at sending
station
Link scan at :

sending station

BO
——
Sequence scan
at intermediate
station
Link scan at
receiving
station

Sequence scan ' \ B1100
at recelving
station ) -

Fig 8.1 Transmission Delay in Inter-Data Link Transfer
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(3) Transmission delay time due to routing
in a multi-tier system, determine the processing time required to
access stations in other networks using QnACPU ZNRD/ZNWR
instructions by adding the transmission delay factors indicated below.

) - ( )

(a) Processing time from request source to intermediate station

This is the transmission delay time taken for data to be transmitted
from the request source (station executing the ZNRD/ZNWR
instruction) to the intermediate station that routes the data; in the
example in Fig. 8.2, it is the time taken for data transmission from
station 1Mp1 to station 1Ns3. Calculate this processing time by using
the formula for calculating the transmission delay time in a two-tier
system given in section 8.1.2 (1) (b).

Processing time from the intermediate station to the request
destination

This is the transmission delay time taken for data to be transmitted
from the intermediate station to request destination (the station
accessed by the ZNRD/ZNWR instruction); in the example in Fig. 8.2,
it is the time taken for data transmission from station 2Mp1 to station
2Ns3. Calculate this processing time by using the formula for
calculating the transmission delay time in a two-tier system given in
section 8.1.2 (1) (b).

Processing time from
= | .request source to
intermediate station

Processing time from
intermediate station
to request destination

Transmission delay
time due to routing

(

(b)

.............
P T T O L R R R
p ~

(:@etwork N@ @etwork No. 9\)
] | [l

N

) (4]

L

request
destination

request
source

READ execution READ completion
Sequence scan

at request
source

Link scan at
the request
source
Sequence scan
at Intermedilate

station

Link scan at
request
destination
Sequence scan
at request
destination

N,

S

Fig. 8.2 Transmission Delay Due to Routing
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8.2 Remote I/O Network
8.2.1 Linkdata send/receive processing

(1) Outline of send/receive processing

In a remote 1/0 network, the X/Y/B/W devices are used for communica-

tions.

Communication with the link relays (B) is described here. -

1) The input (X) at the remote I/O station comes ON.

2) On execution of link refresh, the input information (X) is stored in
the refresh data storage area of the network module.

3) The input information (X) stored in the refresh data storage area is
stored in the link data storage area.

4) On execution of link scan, the input information (X) in the link data
storage area is stored in the link data storage area of the network
module at the remote master station.

5) The input information (X) of the link data storage area is stored in
the refresh data storage area.

6) On execution of link refresh, the input information (X) is stored in
the device memory storage area of the QnACPU.

7) X100 at the remote master station is turned ON.

Make settings in the common parameters
so that X0 of the remote 1/O station is input
to X100 at the remote master station.

—0 O—
Remote master station Remote I/O station
el 2 a it bbbt —:
1 I 1
I QnACPU Network module I 1 Network module |
I T ] i T I
' = o = :
i
! X/Y X/ : X/ ! | X/ ! X/ 2) |
! : t I i / Input |
| ! | : ! N\ module |
I ’ ! I } ! Link I
i i i Link refresh

: Device 6) Refresh ' |Link : 4 : Link ! refresh :
i ||memory data 5) |data data 3), | data Output !
I || storage storage =5 storage storage (€= storage |\ module :
i area ¢ |area i V| |area, ‘
I ||area Link "2 : "2 ILink | 2 |38, |lLink !
: refresh : jscan H refresh |
| ' ] I I I
i i ! I i Special | |
! ! : : ! function | |
[ i i | : Link module | |
| ! ! ! ' refresh !
| M | 1 ! I
! 1 1 I
L o - L e e J

*{ : Set with the network refresh parameters
*2 : Set with the common parameters
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(2) Link scan and link refresh
Link scan is executed in synchronization with the QnACPU sequence
scan.
Link refresh is executed in QnACPU END processing.
(a) Sequence scan > link scan

Sequence scan !0 END I—! 0 END [—{© enp | o END

1 1 :
1 ]
Link refresh Ii Link refresh 1; Link refresh
(] (|l
1 1

umksoan L F—i  }—A A} —

(b) Sequence scan < link scan

Sequence scan !° END |—{ 0 EEI—! v eno o END |
i Link refresh Ii
] ]
! |
! 1
Link scan | — —

(3) Fate of link data when there a station becomes faulty or stops
If a station becomes faulty or stops during data link, the data of X, B,
and W devices received from that station immediately before the fault
or stop is latched.
All the outputs (Y) of the remote 1/O station are turned OFF.
(A “"stopped station" is a station at which cyclic transmission has been
stopped from a peripheral device.)

Remote master station Remote 1/0 station

X All points
| @ B

Locations where data is latched

8-12
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(4) SB/SW and station faulty/stopped status
Link special relays and registers (SB/SW) can be used to ascertain
whether or not stations are faulty or stopped.
They can be used to establish interlocks in programs.

Details of Link Relays/Link Registers

Signal Status

Relay/Ragister Details
OFF ON
SB47 Indicates the host station transient transmission status. Normal Abnormal
SB49 Indicates the host station cyclic transmission status. Normal Abnormal
Indicates the transient transmission status of all stations
SB70 (including the host station). All stations normal | Faulty station exists

However, the status Is only indicated for the number of
stations set in the parameters.

Indicate the transient transmission status at each station.

SW7010 73 Each bit corresponds to the status of an individual station. Normal Abnormal
Indicates the cyclic transmission status of all stations
(including the host station). . .
SB74 However, the status is only indicated for the number of All statlons normal | Faulty station exists
stations set in the parameters.
SW74 to 77 Indicate the cyclic transmission status at each station. Normal Abnormal

Each bit corresponds to the status of an individual station.

(6) Relationship between data link status and status of the PC CPU
The relationship between the data link status at the remote master
station and the PC CPU status is shown in the table below.

Relationship between Data Link Status and PC CPU Status

QnACPU Remote Master Station Status Remote /O Station Status

STOP
STOP
L CLR RUN Data link in progress Data link in progress
RESET @ RESET
RUN
STOP
L CLR RUN Data link In progress Data link in progress
RESET @ RESET
RESET
STOP

L CLR RUN' I pata link In progress Data link in progress
RESET @ RESET

RESET —other than RESET
(network module is reset)

STOP
L CIR RUN On resetting, since the remote
RESET @ RESET master station sends the
parameters to the normal statlons

again, data link is temporarily
¢ - suspended.

When transmission of the
parameters is completed, data

STOP link recommences.
L CLR RUN
RESET @ RESET
STOP—-RUN Parameters resent Temporarily stopped

8-~-13
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8.2.2 Transmission delay time

The titles for (1) through (3) on the following page onward are abbrevia-
tions which are explained more fully in the table below.
In some cases there may be multiple applicable station types.

Title Applicable Station Type

(1) Remote master statione remote 1/0 - Remote master stationeremote 1/0 station
station

- Duplex remote master stationesremote /O station

Note
Calculate with Sm as the sequence program scan time for the
duplex remote master station, and am as the link refresh time
for the duplex remote master station.

- Duplex remote submaster station (when there is a fault at the
duplex remote master station)eremote /O station

Note
Calculate with Sm as the sequence program scan time for the
duplex remote submaster station, and am as the link refresh
time for the duplex remote submaster station.

. Parallel remote master statione<remote I/O station

Note
Calculate with Sm as the sequence program scan time for the
parallel remote master station, and am as the link refresh time
for the parallel remote master station.

- Parallel remote submaster station (when there is a fault at the
parallel remote master station)<sremote 1/0O station

Note
Calculate with Sm as the sequence program scan time for the
parallel remote master station, and am as the link refresh time
for the parallel remote submaster station.

(2) Remote submaster stationsremote 1/0 Parallel remote submaster station (when there is a fault at the
station parallel remote master station)«:remote 1/O station

(3) Remote master stationeremote Duplex remote master statione>duplex remote submaster station
submaster station Parallel remote master station«parallel remote submaster station
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(1) Remote master station<~>remote I/O station
(a) X/Y communication
The transmission delay time for X/Y communication is determined
from the following three times by using the formulae presented below:
« Sequence program scan time in the remote master station
o Link refresh time
s Link scan time

—— [X transmission delay time (TpX)]

[Sequence scan (Sm) > link scan (LS)]
Tox =(Sm + oam) x3 + Sm-LS - ar [ms]

[Sequence scan (Sm) < link scan (LS)]

*1
TDx={(Sm+am)x(ﬁf—grrn— } X3+Sm-LS-ar [ms]

Note : The parts with double underlined are different.

Sm : Sequence program scan time in the remote master station
om : Link refresh time for remote master station

or : Link refresh time for a remote 1/O station

LS : Link scan time

RS : Link scan time for a remote I/O station

*1 : Decimal fractions are rounded up
*2 . This is the total for the number of network modules installed.

[Sequence scan (Sm) > link scan (LS)]

‘ t

Remote master station [o END}—{ 0 END}— 0 END}— O END}— O END|
Sm am 1

Link scan [—-Ls—{ — |
]

1

i 1

Remote I/O station !—:| l—| :
I RS } !

1 ] 1 1

] ]

L Tox .

" )

Remote master station |

Link scan

Remote |/O station

8-15



8. LINK DATA SEND/RECEIVE PROCESSING
& PROCESSING TIME

MELSEC-QnA

— [Y transmission delay time (TDY)]

[Sequence scan (Sm) > link scan (LS)]

Toy = (Sm + am) + LS + ar [ms]
[Sequence scan (Sm) < link scan (LS)]

“1
Toy ={ (Sm + am) x (S +ar_ } +LS - or [ms]

Note : The parts with double underlined are different.

Sm : Sequence program scan time in the remote master station
am : Link refresh time for remote master station

ar : Link refresh time for a remote 1/O station

LS : Link scan time

*1 : Decimal fractions are rounded up
*2 : This is the total for the number of network modules installed.

[Sequence scan (Sm) > link scan (LS)]
—ArH<D

Remote master station |G END}— 0 eno}—{0 eno—{0 END|

Sm am

Link scan |—|

Remote /O station

ToY

X

[Sequence scan (Sm) < link scan (LS)]

—r <N

Remote master station [0 END}— 0 Enol—{© Eno— o END)

Sm o

Link scan

Remote I/0 station

Y Sttty o
SN/
,é\
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(b) ZNFR/ZNTO instructions
The transmission delay time for ZNFR/ZNTO instructions is
determined from the following three times by using the formulae
presented below:
e Sequence program scan time in the remote master station
o Link refresh time
o Link scan time

— [Instruction transmission delay time (Mb)]

[Sequence scan (Sm) > link scan (L.S)]
Mp = (Sm + am) x 3 [ms]

[Sequence scan (Sm) < link scan (LS)]

Mp = {(Sm + om) X (ﬁ—y} X3 | [ms]

Note : The parts with double underlined are different.

Sm : Sequence program scan time in the remote master station
om : Link refresh time for remote master station *2

or : Link refresh time for a remote 1/0 station

LS : Link scan time

*1 : Decimal fractions are rounded up
*2 : This is the total for the number of network modules instalied.

[Sequence scan (Sm) > link scan (LS)]
Completion flag ON

¢ |
ol_ol—lo EI

Remote master station |

Link scan

Remote I/O station

- Instruction executed !

[Sequence scan (Sm) < link scan (LS)]
Completion flag ON

]
Remote master station [0__END—|0__END|—{ O END—{0 END|— O ENDI—O END—O END[x{O ENDI—]G END}
Sm am
Link scan 1 } JI } —] |

Instruction executed

1
I
i
!
]
Remote 1/O station 5 |__| I I
:
1
1
]
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(2) Remote submaster station «> remote /O station
(a) X/Y communication

The transmission delay time for X/Y communication is determined

from the following four times by using the formulae presented below:
* Sequence program scan time in the remote master station
e Sequence program scan time in the remote submaster station
s Link refresh time
s Link scan time

——— [X transmission delay time (ToX)]

[Sequence scan (Sm) > link scan (LS)]
ToX =(Sm + am) X2 + (Ss + as) X 2 - ar [ms]

[Sequence scan (Sm) < link scan (LS)]

Tox ={ (Sm-+ am) x (ﬁ) }x 2 + (Ss + 0s) - or [ms]

Note : The parts with double underlined are different.

Sm : Sequence program scan time in the remote master station

Ss : Sequence program scan time in the remote submaster station
am : Link refresh time for remote master station = |

os : Link refresh time for remote submaster station "2

or : Link refresh time for a remote 1/O station

LS : Link scan time

RS : Link scan time for a remote 1/0 station

*1
*2

: Decimal fractions are rounded up
: This is the total for the number of network modules installed.

[Sequence scan (Sm) > link scan (LS)]

_ . ) . Mo
Remote master station 0 . _END[—{0 ENDI—0 END[—]0 END] T
m am
Remote submaster station [ END 1o END 1 ENDI
Ss |
]
Link scan T{ '
1
]
Remote 1/O station !
‘
]
1
}
1

]

[Sequence scan (Sm) < link scan (LS)]

%

—+
Remote master station [ END] 0 END 0 END 0 END 0 END 0 END[—{ 0 END[—{0 DJDT
e T 2 T
Remote submaster station [@ eN}+{0 _ENo}—{0 ENb|+{0 END|—[0END {0 END} {0 EBD| {0 EnD|
= } 3 . 1 . f
] ]
; | | | | i
Link scan 1 I 1

Remote [/O station

&

T
;

H

Y 3

IR S

Tox
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r—— [Y transmission délay time (TDY)]

[Sequence scan (Sm) > link scan (LS)]
ToY = (Sm + am) + LS + ar + Ss + as [ms]

[Sequence scan (Sm) < link scan (LS)]

*q
_ LS +ar }
TDY-{(Sm+am)x S+l ) L, LS+ ar+ Ss+as [ms]

Note : The parts with double underlined are different.
Sm : Sequence program scan time in the remote master station
Ss : Sequence program scan time in the remote submaster station
am : Link refresh time for remote master station = |
as : Link refresh time for remote submaster station 2
or : Link refresh time for a remote 1/O station
LS : Link scan time

*1 : Decimal fractions are rounded up
*2 : This is the total for the humber of network modules installed.

[Sequence scan (Sm) > link scan (LS)]

Remote master station 0 END[—{ 0 ENm:—LO ENDJJ'——Iro END)
Sm
ami  —4qYM ! !
1

. . L
Remote submaster station [ |—{© END—{ O END— 0
. f —

e O END|
_ENDI— |

]
Link scan . E —
LS 1 |
g4 1
Remote I/O station |
el H
i
! N/
: <D
'l: Toy o
i 1
[Sequence scan (Sm) < link scan (LS)]
Remote master station [0 END—{ 0 Eno—{0 eno—{© Enp—{ 0 END|
Sm _gqY H um: |I
. 4 LI IR ] D ,
Remote submaster station [ 1o END—{ 0 ok o ENo— o ol

Link scan

Remote 1/O station
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(b) ZNFR/ZNTO instructions
The transmission delay time for ZNFR/ZNTO instructions is
determined from the following four times by using the formulae
presented below:
e Sequence program scan time in the remote master station

e Sequence program scan time in the remote submaster station

o Link refresh time
s Link scan time

[Instruction transmission delay time (Mp)]

[Sequence scan (Sm) > link scan (LS)]
Mp = (Sm + am) x2 + LS + (Ss x 2) + (as x 3) [ms]

[Sequence scan (Sm) < link scan (LS)]

*q
Mo={($m+am)x(§-TSLg'5— }x2+LS+(Ssx2)+(asx3) [ms]

Note : The parts with double underlined are different.

Sm : Sequence program scan time in the remote master station
Ss : Sequence program scan time in the remote submaster station
am : Link refresh time for remote master station < |
as : Link refresh time for remote submaster station "2
~or : Link refresh time for a remote /O station
LS : Link scan time

*1 : Decimal fractions are rounded up
*2 : This is the total for the number of network modules installed.

[Sequence scan (Sm) > link scan (LS)]

Remote master station [o oo enol—{o o ENo—{o END|
_|:{:H E Sm ami : : Comp ?tion flag ON
Remote submaster station [ Exo—o : ENol—{o END—{ 0 - END|
I : } i

Ss

Link scan

Remote 1/O station

Instruction executed
Np

[Sequence scan (Sm) < link scan (LS)]

Remote master station

Sm ami

y

] 1 ’ )
1 |
j : : b
Remote submaster station [ o _eno|—0 eno—{0 _eno—{o _enol—o EINDI—ID ENDE 0 EINDI}—| 0_Eno—{0_Enp|
Ss! ' i
os [ ]
Link scan M I l }

Remote 1/O station

Instruction executed
Mo

e Py
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(3) Remote master station remote submaster station
(a) B/W/X/Y communication

The transmission delay time for X/Y communication is determined

from the following times by using the formulae presented below:
e Sequence program scan time in the remote master station
e Link refresh times of remote master station and remote submaster

station

e Link scan time of remote master station

—[B/W/X/Y transmission delay time (TD)]

[Sequence scan (Sm) > link scan (LS)]
To = (Sm+ am) + LS + (Ss + as) x 2 [ms]

[Sequence scan (Sm) < link scan (LS)]

"1
TD={(Sm+am)x(—éL|§—:(%an— }+LS+(Ss+as)x2 [ms]

Note : The parts with double underlined are different.

Sm : Sequence program scan time in the remote master station

Ss : Sequence program scan time in the remote submaster station
am : Link refresh time for remote master station .

as : Link refresh time for remote submaster station 2

LS : Link scan time for remote master station

*1 . Decimal fractions are rounded up
*2 : This is the total for the number of network modules installed.

[Sequence scan (Sm) > link scan (LS)]
. To

e >
—‘B){ i
_ ; !
Remote master station |0 END '
Sm om :
Link scan i
| )

Remote 0 END

submaster station Ss

[Sequence scan (Sm) < link scan (LS)]
' To

Remote master station (0 END

Link scan ‘___|

Remote o o Eno—{ 0 END}— 0 ENo—{ 0
submaster station Ss o8

Eno}—[@ END|

A
Iﬁi
SRR,

o
a
=

e




8. LINK DATA SEND/RECEIVE PROCESSING

& PROCESSING TIME MELSEC-QnA

(b) ZNRD/ZNWR/SEND/READ/WRITE/REQ instructions
The transmission delay time for ZNRD/ZNWR/SEND/READ/WRITE
/REQ instructions is determined from the following times by using
the formulae presented below:
e Sequence program scan time for the remote master station and
remote submaster station

¢ Link refresh time for the remote master station and remote
submaster station

¢ Link scan time for the remote master station

[Instruction transmission delay time (MD)]

[Sequence scan (Sm) > link scan (LS)]
MD = (sm+ om)x2 +LS +(Ss x3) + (as x4) [ms]

[Sequence scan (Sm) < link scan (LS)]

Mb ={ (Sm + om) x(sl':%)”}x 2+ LS + (Ss x 3) + (as X 4) [ms]

Note : The parts with double underlined are different.

Sm : Sequence program scan time in the remote master station

Ss : Sequence program scan time in the remote submaster station
am : Link refresh time for remote master station < |

as : Link refresh time for remote submaster station 2

LS : Link scan time for remote master station

*1 : Decimal fractions are rounded up
*2 : This is the total for the number of network modules installed.

[Sequence scan (Sm) > link scan (LS)]

Completion
- flag ON
—l lns!r;euon H “39
Remote master station{o END|—{ 0 ENDI—{ 0 END[—{ 0 END|— 0 END—{0 0 END|
Sm omn | | i |
1 ] " 1 1
Link scan |F| I-—-| }-—<| |—|
Remote END}—{ 0 ) e R ) = ) 1 END|
submaster station ) Ss oS o - ki
Instruction executed
[Sequence scan (Sm) < link scan (LS)]
Completion
- flag ON
—| Inslr:l'cuon H ) A
Remote master station [0 Er@i— 0 END[— 0 END—{0 END|—O END|—0 END|—{0 ENDI—{0 END}—0 END'D— 0_END|
Sm am ! ] R o b T _
Link scan }_—l |
. LS
Remote [ —{o_eno}—{o_eno}—0_enol—{o_enpj—{o_enp]
submaster station Ss  as

Instruction executed
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(4) Remote submaster station remote master station
(a) B/W/X/Y communication

The transmission delay time for X/Y communication is determined

from the following times by using the formulae presented below:
e Sequence program scan time in the remote master station
e Link refresh times of remote master station and remote

submaster station

¢ Link scan time of remote master station

—I[B/W/X/Y transmission delay time (TD)]

[Sequence scan (Sm) > link scan (LS)]
To =(Sm + am) x2 + Sm + Ss + as [ms]

[Sequence scan (Sm) < link scan (L.S)]

*1
TD={(Sm+am)x(—SLr—nS——;*'—(‘)’:—r';—]—-)}x2+Sm+Ss+as [ms]

Note : The parts with double underlined are different.

Sm : Sequence program scan time in the remote master station
"Ss : Sequence program scan time in the remote submaster station
om : Link refresh time for remote master station .

as : Link refresh time for remote submaster station 2

LS : Link scan time for remote master station

*1 : Decimal fractions are rounded up
*2 : This is the total for the number of network modules installed.

[Sequence scan (Sm) > link scan (LS)]

B
-+

A
Remote master station [0 END[—{ 0 END|—] 0 {o END
Sm  om !
]
Link scan —"| : |_“1 "—| H
1
1 1 - ] I !

Remote —0 END END— 0 END}—{ O END|
submaster station ) A~ Ss ‘us T !
1
— E'LH To J
i . 1

[Sequence scan (Sm) < link scan (LS)]

B
+
A
Remote master station [@ enol—{ o ENo—{ 0 tno— o END|—{ o END
s sm  am !

. 1
Link scan -I I‘—Ls—‘| E
Remote 1o ewlyd0 _eo{o____ewlo___ewo{o__ &np)| i
submaster station A~—— Ss os !

48 > To _E
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(b) ZNRD/ZNWR/SEND/READ/WRITE/REQ instructions
The transmission delay time for ZNRD/ZNWR/SEND/READ/WRITE
/REQ instructions is determined from the following times by using
the formulae presented below:
e Sequence program scan time for the remote master station and
remote submaster station

¢ Link refresh time for the remote master station and remote
submaster station

¢ Link scan time for the remote master station

[Instruction transmission delay time (Mb)]

[Sequence scan (Sm) > link scan (LS)]
MD = (Sm+ am) X3 +LS + (Ss x2) + (as x 3) [ms]

[Sequence scan (Sm) < link scan (LS)]

MD = {(Sm + am) X (ﬁ#}’}x 3+LS +(Ssx2) + (as x3) [ms]

Note : The parts with double underlined are different.

Sm : Sequence program scan time in the remote master station

Ss : Sequence program scan time in the remote submaster station
am : Link refresh time for remote master station *2

os : Link refresh time for remote submaster station *2

LS : Link scan time for remote master station

*1

: Decimal fractions are rounded up
*2

: This is the total for the number of network modules installed.

[Sequence scan (Sm) > link scan (LS)]

Remote master station | ENo—I 6

1
uml

END|

END|—| 0 o0 END—{
1] t 1

—

END]

Sm

Link scan

Remote
submaster station

END

']

J
Completion flag ON

[Sequence scan (Sm) < link scan (LS)]

o_eng—{o_En—{0_end—{o EN'/'o\mEﬁro ENG {0 END—
i
| | | |
! | |

Remote master station 0 ENI.'i:—iro ENn:\—io Duj:

k!

) 1
] ]
Link scan | | '

Remote
submaster station

1

iy e
o_eno-{o_end—{o eno—{0 Eno—o eno—{o_eno-—{o _eng—{o_End—{o eng
O _ENE] — —1 — — — —1 !

DEN[]:

r
Completion flag ON
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(5) Link refresh time :
The link refresh time (extension of END processing time at the CPU) is
determined from the following factors by using the formulae presented
below.
« Number of points allocated for link devices
¢ CPU type used

—— [Link refresh times for remote master station and remote submaster station (oam, as)] -

B+X+Y+SB+(WX16)+(SWX16)] [ms]

ocm,ocs:KM1+KM2x[ 3

om : Remote master station

os : Remote submaster station .

B : Total number of link relay (B) points used by all stations 1 .
W : Total number of link register (W) points used by all stations !
X : Total number of input (X) points used by all stations

Y : Total number of output (Y) points used by all stations "

SB : Number of points of special relays for link (SB)

SW : Number of points of special registers for link (SW)

KM1, KM2 : Constants

Setting KM2
Km1™ Other than
*3
CPU Type A38HB A3sHB
Q2ACPU(S1) 2.3 0.00247 0.00125
Q3ACPU 1.8 0.00232 0.00123
Q4ACPU 1.0 0.00216 | 0.00093

*1 : This is from the beginning of the setting range to its end.

(Unused areas part way through the range are included in the number of points.)
*2 : 1 msis added for each extra network module.
*3 : When the network module is mounted on an A38HB.

— [Link refresh time for remote 1/O station (ar)]

X +Y
ar=[ ;’ ]x0.000375 [ms]

X : Number of input (X) points used at the host station
Y : Number of output (Y) points used at the host station
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(6) Link scan time
(a) Remote master
The link scan time at the remote master station is determined from
the following factors by using the formulae presented below.
o Number of points allocated for link devices
« Number of connected stations

—— [Link scan time for remote master station (LS)]

B+X+Y+ (Wx16)
x 0.001

LS = KB x (0.75 x total number of stations) + [ p

+ KR + [Br+Xr+(Wrx16)

- x 0. 000375] + (T x 0. 001) [ms]

B : Total number of link relay (B) points used by all stations "
W : Total number of link register (W) points used by all stations
X : Total number of input (X) points used by all stations !
Y : Total number of output (Y) points used by all stations
Br : Total number of link relay (B) points used at each remote I/O station
Wr : Total number of link register (W) points used by at each remote 1/O
station *2
Xr : Total number of input (X) points used at each I/O station "2
T : Maximum number of bytes transmissible by transient transmission in one
link scan
KB, KR : Constants
*1 M-R, M«R settings
*2 MR setting

*3 When transient transmissions are received simultansously from more than one
station, this is the total for the muiltiple transmissions.

*2

Number of Remote
1/O Stations 1to 8 9to16 | 17t024 | 251032 | 331040 | 411048 | 49to 56 | 57 to 64
KB 4.0 4.5 4.9 5.3 57 6.2 6.6 7.0
KR . 3.9 3.1 2.6 23 1.7 11 0.6 0.0
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(b) Remote I/O stations
The link scan time at a remote |/O station is determined from the
following factors by using the formulae presented below.
e Sequence program scan time at remote master station
¢ Link refresh time
« Number of points allocated for link devices
e Number of connected stations

— [Link scan time for remote station (RS)]

[Sequence scan (Sm) < link scan (LS)]
RS =LS + Sm + am [ms]

[Sequence scan (Sm) > link scan (LS)]
RS = Sm + am [ms]

Sm : Sequence program scan time at remote master station
am : Remote master station link refresh time "'
LS : Link scan time

*1 : Total for number of mounted network modules




8. LINK DATA SEND/RECEIVE PROCESSING

& PROCESSING TIME

8.3 Transmission Delay Time for Direct Access of Link Devices

This section explains the situation when link devices are accessed directly

WONO).
8.3.1 PC-to-PC network

The transmission delay time when direct access is conducted in a PC-to-
PC network is described here.

(1) Direct access at sending side
(a) When close to step 0
When direct access is used, processing takes one sequence
program can longer than with link refresh.

Link refresh
—eop

!

Sequence scan |0 END— O END

\/1

Link scan

—— Direct access

_< JI\BO H Same as if END processing were ]
l performed

Sequence scan |0 END [— 0 END

Link scan

(b) When close to END
The transmission delay time is approximately the same for direct

access as for link refresh.
— Link refresh

—4=op
Sequence scan {0 END — 0 END
\
Link scan
—— Direct access
—q o p
Sequence scan |0 END {0 END
Link scan
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(2) Direct access at receiving side
(a) When close to step 0
The transmission delay time is approximately the same for direct
access as for link refresh.

— Link refresh

Link scan 4-'—-—{—(-

Sequence scan END[—{ 0 END— O END
: :
4k &

— Direct access

Link scan ‘|—l—|—<—

Sequence scan END [— 0 END [— 0 END
JINBO J1\BO

(b) When close to END
When direct access is used, processing takes one sequence program
scan longer than with link refresh.

—— Link refresh

Link scan ‘I—’—’—(-

Sequence scan END [— 0 END [— 0 END
'
B0 80

1+ 3

—— Direct access

Link scan ‘I—‘—'—Y-

Sequence scan END [0 END — 0 END

)

JI\BO

.
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8.3.2 Remote I/O network

The transmission delay time when direct access is conducted in a remote
1/0 network is described here.

(1) Direct access of outputs (Y)
The transmission delay time is the same for link refresh and direct
access.

—— Link refresh

—q 100 p

Sequence scan

Link scan

Remote 1/O station

——— Direct access

— u1vrioo p
Sequence scan 0 END[— O END

Link scan

Remote 1/0 station
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(2) Direct access of inputs (X)
Depending on the timing, the processing for direct access may be
completed one sequence program scan faster than that for link

refresh.
Earliest Latest
l comgletion I ' com(leﬁon ,

r— Link refresh

X100 X100
Sequence scan 0 END 0 END —] 0 END 0 END

Link scan

Remote 1/O station

r— Direct access
‘ Earliest l l Latest l
completion completion
JI\X100 JINX100
Sequence scan 0 END END 0 -END 0 END
ﬁ/—j
Link scan —|
Remote /O station ——-{ ——|
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8.4 Method for Reducing Link Refresh Time

The number of points used for refreshing the QnACPU by means of
common parameter, station-specific parameter, and network refresh
parameter settings.

By reducing the number of refresh points, the link refresh time can be
shortened. It is also possible to reduce the link refresh time by using a
high-speed base unit (A38HB).

For details, see Section 8.1.2 (1) (C) for PC-to-PC networks and Section
8.2.2 (5) for remote 1/0 networks.

(1) Concept for refresh range (number of points)
The range that is refreshed is the part of the range set in the network
refresh parameters that is in the all station range (1MpP1 to 1Ns3) to
"first address to final address" to set in the common parameters.
Vacant parts of this range are also subject to refresh processing.

Common
QnACPU parameters

7 4// First address
7

Vacant

Range actually
refreshed

{ Refresh )

Network refresh
parameter range

Vacant

\i\\\§ Final address
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(2) Methods for reducing the number of points
(a) Method using common parameter settings
Set the ranges for each station (1MpP1 to 1Ns3) contiguously so that

no vacant ranges are created.
. Common
QnACPU parameters

Range actually
refreshed

Network refresh
parameter range

1FFF 1FFF

(b) Method using the station-specific parameters (PC-to-PC networks
only)
Without changing the common parameter settings, set the station-
specific parameters so that the ranges for each station (1Mp1 to
1Ns3) are contiguous and no vacant ranges are created.

Network module

Common Common
parameters parameters

' N

0 U

Vacant

parameter range \1 \
N\\ W

Vacant

e e e e e — e e mmmm e m e m e m e —————d

o
|

33
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(c) Method using the network refresh parameters
Three refresh ranges can be set for B/W, and two for X/Y.
Set so that only the required part is refreshed.

Common
QnACPU parameters

7 7
R?nLeh agtually / /"{// Nettuorl: refresh
refreshe arameter range
' Y M e °

Vacant

Network refresh

Range actually
parameter range

refreshed

v

Vacant |

N
Rafngeh agtually %\&% Nettuorl: refresh
refreshe arameter range
} \\\\\\\ e °

Z
%

1FFF 1FFF
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9.1 Notes on Programming

This section contains information that you should take into account when
creating programs,

9.1.1 All programs

Create programs that establish an interlock depending on the status (cyclic
transmission/transient transmission) of the communicating station.
Refer to the table of interlock signals presented below.

Interlock Signals

Device Details OFF ON
Indicates the status of the host
S$B20 station network module. Normal Hardware fault
SB47 Indicates the possibility of transient Transient transmission Transient transmission not
transmission at the host station. possible possible
SB49 Indicates the host station cycli Cyclic transmission in Cyclic transmission hot
transmission status. . progress performed yet
Indicates the possibility of transient . . Not possible at one or
s87o transmission at all stations. Possible at all stations more stations
- . . R i One or more stations at
: . not performed yet exist
SW70 to 73 Indicates the possibility of transient Transient transmission Transient transmission not
transmission at each station possible possible
SW74 to 77 Indicates the cyclic transmission Cyclic transmission in Cyclic transmission not
status at each station. progress performed yet
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(1) PC-to-PC network
An example program showing how to establish an interlock is presented
here. Use this example for reference when creating your own program.

[Program example]

This is a communication program which reads the status at other
stations (SW70, SW74) depending on the status at the host station
(SB20, SB47).

SB20  SB47
v 4o v 4 [mc N w0 _H SB20: Network module status
SB47 : Host station transient
N0~ Mo transmission status
MO K4
} [ Mov  sw70 M101 _H Transient transmission status of stations
1 to 16 is read into M101 to 116.
K4
[ Mov  sw74 M201 _H Cyclic transmission status of stations 1
to 16 is read into M201 to M216.
M101
¥ M wm wm H
N1__ M1
N S T
! Transient transmission program !
M201  SB49
Program for a v s {mc N2 M2 _H SB49: Host station cyclic
communication transmission function
with station 1 .
N2 M2
i Cyclic transmission program E
[ wmcr N2 _H
[ wmcr N1 H
M102
W M N M3 _H
N1__ M3
i Transient transmission program i :
M202  SB4g
Program for H—3F {mc N2 w4 _H sB49: Host station cyclic
communication transmission function
with station 2 N2 w4
i Cyclic transmission program i
1
' [ wmr N2 H
[ wcr N1 H
[ MR N0 “H
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(2) Remote I/0 network
An example program showing how to establish an interlock is presented
here. Use this example for reference when creating your own program.

[Program example]
This is a program for communication whereby the status at other
stations (SW74) is read depending on the status at the host station
(SB20, SB49).

SB20 SB49
ya LY I .
MC NO MO SB20 : Network module status
rdi T L
o } SB47 : Host station cyclic
4 transmission status
NO T_ MO
MO K4
} [ Mov  sw7a M101 _H Cyclic transmission status of
stations 1 to 16 is read into
M101 M101 to 116.
-
v 4 [me N M1 H
NT_ M1

N1__ M2

M103
v M N M3 H
N1__ M3
{ " Gommunication with remote /0 station 3 |
[ wmer N1 H
[T McR N0 H
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9.1.2 Cyclic transmission

When two or more words are handled at the same time, the new data could
become confused with the old data.

To avoid this, write a program for executing handshake processing using
link relays (B). .

Sending station | Receiving station I

1)

7)

command B100 2) 943 5)
1 omov Do woi]:‘ F———1 omov wo p10

€)

{100

BO

/N

1) The send command is turned ON.

2) The contents of DO and D1 are stored to WO and W1.

3) On completion of storage to W0 and W1, BO is turned ON.

4) BO comes ON.

5) The contents of WO and W1 are stored to D10 and D11.

6) On completion of storage to D10 and D11, B100 is turned ON.

7) When the data has been transmitted to the receiving station, B100 turns
OFF.

POINTI

When using direct access, create a program of the following type.

Sending station : l Receiving station |
cooend JI\B100 JI\BO
DMOV DO JT\WO F——— omov uv1wo D10
L {ao e e L)
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9.1.3 Transient transmission

Interlocks must be established for transient transmission instructions too.

(1) SEND, RECV, READ, WRITE, REQ, ZNRD and ZNWR instructions
The network module has eight channels for executing instructions.
All eight channels can be used simultaneously, but it is not possible
to use the same channel for more than one instruction at the same

time.

Create a program to prevent the execution of multiple instructions in
the same channel by using link special relays (SB) to establish

interlocks.

Execution
| command

I P

+F |SEND, RECY, READ, WRITE, REQ, ZNRD, zmﬂ—*

The interlock signals for each instruction are shown in the table below.

zNRD" | ZNWR® — | - | =1 = 1 = 1 =
Instruction
SEND, RECV READ, WRITE REQ Instructlons
Channel 1 : Channelz . Channel 3 : Channel 4 | Channel 5 1 Channel 6 | Channel7 ' Channels
1st module SB030 SB032 SB034 SB036 SBo038 SBO3A SB03C SBO3E
2nd module SB230 SB232 SB234 ' SB236 SB238 SB23A SB23C SB23E
3rd module SB430 SB432 SB434 SB436 SB438 SB43A SB43C SB43E
4th module SB630 SB632 SB634 SB636 SB638 SB63A SB63C SB63E

1 ... ZNRD uses the same devices as channel 1 for SEND, RECV, READ, WRITE, and REQ.
*2 ZNWR uses the same devices as channel 2 for SEND, RECV, READ, WRITE, and REQ.
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(2) ZNFR, ZNTO instructions
It is not possible to simultaneously execute more than one
ZNFR/ZNTO instruction with respect to special function modules
mounted at the same 1/0 numbers of a remote |/O station.
Create a program to establish an interlock preventing execution of an
instruction before completion of the previous instruction.

[Example] : The example program shown below shows a case where
instructions are executed at ON (read) and executed at the
leading edge (write).

ead
oo'ranmand M300

JINFR ~ "~~~ MI100 | Write command
Executed
at CIDN )f‘IIDO
I il

- PLs  M200 _H
M200 :
— F —  seT  M300 _H
M300

| ———— L w2ZNl0 ~~—__~ M400 HExecuted at

leading edge

M400
i
r

™

RST  M300 _h

POINTl

Note that, in contrast to the SEND, RECV, READ, WRITE, REQ, ZNRD,
and ZNWR instructions in the explanation in (1), ZNFR and ZNTO
instructions have no link special relays (SB) to show their execution
status.
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9.2 Link Dedicated Instructions

The instructions that can be used with MELSECNET/10 are described here.
An outline of each instruction is given in the table below.

Station
Iﬁgfﬁ‘"c‘m,% Target Station
_ (Host Station)
Intsitc:-:c Description
PC CPU Type
Station Type Station Type Other
QnACPU than
QnACPU
gtea?i%?l éSEND)/receives (RECV) data between QnACPU Control station Control station
GvACPU ":;:’&’: N;::‘i':;" nACPU Normal station Normal station
N
------- Mr---—---12 F---=-—-9ar-—------7 | Remote master Remote master
t t 1| Channel 1 |1 1] Channel 1 |11 | | station station
| 1| Crameiz |} |["Chamnel2 || i Duplex remote Duplex remote
SEND | 1 Hi senoL+fBREREIATN || Chameis |1 141 RECV] ! | master station master station o X
! " an N frapennel 4|y ! | Parallel remote Parallel remote
' | || Channel 5 : N : : master station master station
) | 1| Channel& |, 1| Channel& |} 1 |
' Ui [Channor7 || || Ghamnei7 |14 | S master Sition | Submaster Sistion
3 11 1 ] 1 I
! 1| Chamel® |y i] Shamel® |y ! | Parallel remote Parallel remote
bemom—- Ao - 4 b dbo—meee- < | submaster station | submaster station
Read word device data at other stations. Control station Contr i
(SREAD can turn devices at the other station ON.) ntrol station
Network Normal station Normal station
QrACPU Word device module QnACPU
_______ e P AR g Rte{r_\otemaster Rte{r_\ote master
] 1 tf Channel1 ]I 1 1 1 Word device 1 | Station station
[} 1 i vl I
Channel 2 Duplex remote Duplex remote
SRREEAADD | I'”_{ READ}I it F ' ! master station master stafion o X
| VM Chamdd || T 255 | | Parallel remote Parallel remote
| Word device | || Grammes 11 ) 1 | | master station master station
: [ 2584 ] : } Channel 6 : : : : : Duplex remote Duplex remote
| V1 Chamel 7 1 I 1 1 | submaster station | submaster station
1 11 1 ] ]
1 11| Channel8 [; 1 : i | Parallel remote Parallel remote
bmmme e JdL-——==Z J Lo T 4 | submaster station | submaster station
Write word device data to other stations. Control station Control statio
(SWRITE can turn devices at the other station ON.) n
Network Network Normal station Normal station
QnACPU module module QnACPY Remote master Remote master
___________________ P A N
1 11 f Channel 1 -: r -: 1 Word device -1| station station
! 't P v ' | Duplex remote Duplex remote
' 1 1] Chamnel 2 1§, | I 1 P p
SV\\IIV?-IFTEE ' o e | | master station master station o X
1 1] i i H 1
3 Parallel remote Parallel remote
! I'”_[ WR”E}ITT T T 361 I | master station master station
! Vi chamers |} | " ! | Duplex remote_ Duplex remote
I 11| Cramei7 1t K 1 | submaster station | submaster station
: : : Channel 8 : : : : : Parallel remote Parallel remote
| [ Epu— J [, N 3 | submaster station | submaster station

* Channels 1 through 8 are common areas for SEND/RECV/READ/WRITE/REQ instructions.

<D DANGER [Caution on Use of Link Dedicated Instructions]

(2)

(1) Never execute the following instructions from a QnACPU with respect to an AnUCPU in

systems containing both these types of CPU, since they cannot be executed.
If an attempt is made to execute one of these instructions, a "MAIN CPU DOWN" error

or "WDT ERROR" will occur at the target AnUCPU, and operation will stop.

1) SEND 2) READ 3) SREAD 4) WRITE 5) SWRITE 6) REQ
If you want to execute one of these instructions with respect to all stations in the same
network, execute it with respect to QnACPU stations only by making a group designation.
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|

MELSEC-QnA

Station
'E)s(telﬁll::t:;:’g" Target Station
_ (Host Station)
Instruc Description
tion PC CPU Type
Station Type Station Type Other
QnACPU than
QnACPU
Executes remote RUN/STOP and clock data read/write with | Control station Control station
respect to other stations.
Network Network Normal station Normal station
_OnACPU _module _module __ __ QnACPU _ | Remote master Remote master
r 1 -1 r ar 1 | station station
[} 1 1| Channeti |I [ it 1
| Y] Chanmeiz |} | " ! | Duplex remote Duplex remote
REQ X i ey HI " | | master station master station o X
I 1) o 1L} [} 11 )
— B > Parallel remote Parallel remote
' I'I REQ}I HH N > STOP 1 | master station master station
annel 5 | ! 1 i 1
: : : Channel 6 : : : : : Duplex remote Duplex remote
l VI Gremel7 11 1 1 1 | submaster station | submaster station
: : : Channel & : : : : : Parallel remote Parallel remote
[, B Sppmpm—— a | [ O, 1 | submaster station | submaster station
Reads data of other station word devices. Control station Control station
QnACPU Network Network Normal station Normal station
QnAGPU
=== - module_ r-'—"gdl"g— B Remote master Remote master
1 1 1 1 | 1 Word device | | station station
| 11 1 1 1 ]
1 I-H—[ ZNRD}'\ [ N 1 | Duplex remote Duplex remote
ZNRD | bl L L Ll 1 | master station master station o o
] [} [} 1 [N 1
] ) p— TT1_2594 |1 | Parallel remote Parallel remote
: Word device : : : : ': l| : master station master station
! 1 P ' ! | Duplex remote Duplex remote
‘| : ! : : ' : : submaster station | submaster station
! i Vo H ! | paraliel remote Parallel remote
Lo —— - b 4 Lb------ e itatataintate < | submaster stafion | submaster station
Writes data to other station word devices. Control station Control station
QRACPU Network Network AnACPU Normal station Normal station
ML p-module o _medule T 2 | Remote master Remote master
I 11 t 1 1 t | station station
[} [} ] ] (] ]
1 NN 1 1 it 1 | Duplex remote Duplex remote
ZNWR | ! Word device | | [ 1t 1 magter station magter station o o
1 [ 1 1 1 [}
g ZNWR}I. T - T 361 1 | Parallel remote Parallel remote
: : : : : ll : II master station master station
! i U " ! | Duplex remote Duplex remote
: 0 . o : submaster station | submaster station
! . HE H ! | Parallel remote Parallel remote
Lo db-—— - 4 be-e--- ittt < | submaster station | submaster station
Reads data in the buffer memories of special function
modules mounted at remote 1/O stations. Special
. Network R te /O stati 1 $i Remote master
QnACPU module network module module_ station gltea;?:rtle /o
pmesTTT aFpTTTTTs a1 rmsTEEmacss 7 | Duplex remote
1 ] t i | 1Buffer memory) | master station
1 [N 1 1 [N 1
AJ72QLP25
S ) b ¥ | |Parsterromote | (e Y| — | —
master station
i " — e | AJ72LP25
[} T T T
f Duplex remote AJ72BR15
: -W°rd device : : : E : E i sut?master station
: l| : : 1 : 1 1 | Parallel remote
1 1 1 1 " 1 | submaster station
1 [N 1 ] i 1
P [y N - | E P I - o
Writes data to the buffer memories of special function
modules mounted at remote /O stations. X
Network Remote 1/O 'Speclal Fltel;pote master
! uncti station
QnACPU module network module module S&?&t\e Vo
resssssTArTTTTTS 7 | ahintatiiie I sinuisbutntng Duplex remote
: : : : : : :Buﬂer memory: master station AJ72QLP25
ZNTO 1 1 ' 1 [ i | Parallel remote AJ72QBR15 _ _
: : : : : : : : master station AJ72LP25
VHH zm]{ﬂ — 31| | puplex remote AJ72BR15
' : : : : } ‘I : submaster station
! " . " ! | Parailel remote
\ ' . i ) | submaster station
[} (W] ] ] [N [}
| I N I o | SR U A e A
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9.2.1

Sending/receiving data (SEND/RECV)

The instruction format for the SEND and RECV instructions, and program
examples, are described here.

(1) Instruction format
(a) SEND instruction
[Network No. designation]
Send command .
wseo [ an | n | 63 | @9 | JP : executed at leading edge
[Network module head I/O No. designation]
Send command
—— — s [ w [0 [ 62 [ oy - GP : executed at leading edge
Setting Details Setting Range
1to 239
. 254 : Network designated by the
Jn | Host station network No. valid module for other
station access setting
Head 1/O No. of host station network module
Un Designate the upper two digits of the 1/0 0 to FER
No. expressed as three digits.
First device for control data storage .

(S1) Designate the first host station device at Word device 2
which control data is stored. :

First device for send data storage .

(S2) Designate the first host station device at which | Word device 2
send data is stored.

Send completion device
Designate the device to be turned ON for Bit device !

{D1) one scan on completion of sending. : ; : i '3
(D1)..... OFF : Not completed ON : Completed | Bit designation of word device
(D1)+1..OFF : Normal ON : Abnormal

*1: Bitdevice.....cvceiciie FX,FY,S,8M, X, Y,M,L,F,V,B, T, C, SB
*2 : Word device .........cvevnierensnccninene A, VD, SD, T,C, D, W, SW, FD, ST, R, ZR
*3 : Bit designation of a word device ....{word device 1 - I bit No. |
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[Control data configuration (S1)]
See the following pages for details on the settings for each item.

Data Set by
Device Item User System
(at Execution) | (at Completion)
(S1) Execution/error completion type o}
(S1)+1 Completion status (o]

(S1)+2 | Host station channel (o]

(S1)+3 Target station storage channel (o]

(S1)+4 Target station network No. [o)

(S1)+5 Target station No. (o]

(S1)+6 (Speclal function module station No.) A

(S1)+7 Retry count (o] (o]

(S1)+8 Arrival watchdog time (o]

(S1)+9 Send data length o]

(S1)+10 | (not used) —_ —_

(s1)+11 | Clock set flag o A

(S1)+12 | Year, month of error completion (o]

(S1)+13 | Day, hour of error completion o Used If the error
(S1)+14 | Minute, second of error completion o] §3t'{'|’r’.§232c'm°s
(S1)+15 | Day of week of error completion (o] ‘g;t clock data be
(S1)+16 | Network No. where error detected [¢]

(S1)+17 | Station No. where error detected [o] ]




9. PROGRAMMING

Detailed Settings for Control Data

Device Setting Details of Setting
(81) Execution/error b15 to b7 to bo
completion type I 0 I @ | 0 | ) |

(1) Execution type (0 bit)
0 : Without arrival confirmation
If the target station is in the host network

............ the operation Is considered completed when the data is sent from the host station.
ercuting I Target
station station

Y\
Y

N, .
> Completion
i

If the target station is in another network
............ the operation is considered completed when the data arrives at the relay station
in the host network.

Executing

Rela;
station o

station

station

1: With arrival confirmation )
The operation is considered completed when the data has been stored in the designated
channel of the target station.

(2) Error completion type (7th bit)
Set whether or not clock data is set at an error completion.
0: Clock data not set
............ The clock data on occurrence of an error in (S1)+11 through (S1)+17 is not set.
1: Clock data is set
............ The clock data on occurrence of an error in (S1)+11 through (S1)+17 is set.

(S1)+1 | Completion status Stores the status at instruction completion.

4] : Normal

Other than "0* : Error (for details on error codes, see Section 10.1)
(81)+2 | Host station channel Designate the channel used by the host station.

1 to 8 (channels) .
(S1)+3 | Target station storage Designate the target station channel used to store the data.

channel 1 to 8 (channeis)
(S1)+4 | Target station network Designate the network No. of the target station.
No. 110 239 : Network No.
254 : When 254 is designated for Jn
(S1)+5 | Target station No. Designate the station No. of the target station. (See Section 9.2 "Cautions on Use of Link
Dedicated Instructions”.)
110 64 . Station No.

81Hto 89+ : Group designation (can be set when the setting for execution type at (S1) is
"0: without arrival confirmation®.)

FFH . All stations with the target network No. (can be set when the setting for the
execution type at (S1) is "0: without arrival confirmation”).
(S1)+6 | (Special function Does not need to be set.
module station No.) (Designation becomes effective when an instruction is executed from a special function module.)
(S1)+7 | Retry count (1) At instruction execution

Effective when the setting for execution type at (S1) is "1: with arrival confirmation®. Set the
number of retries to be executed if the operation is not completed within the time designated by
(S1)+8 as the arrival watchdog time.
0 to 15 (retries)
(2) Atinstruction completion
The number of retransmissions executed (result) is stored.
0 to 15 (retries)
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Device Setting Details of Setting
(S1)+8 | Arrival watchdog time Effective when the setting for execution type at (S1) Is “1: with arrival confirmation®. Set the
watchdog time for the time taken to complete the instruction.
If it is not completed within the set time, the number of retransmissions designated with (S1)+7 are
executed.
0 : 10 seconds
0 to 32767 : 11to 32767 seconds
(S1)+9 | Send data length Designate the data length of (S2) to (S2)+n.
1 to 480 (words)
(S1)+10 | (Not used) . —_
(S1)+11 | Clock set flag Stores the valid/invalid status for the data of (S1)+12 to (S1)+17.
0: Invalid
1: Valid
(S1)+12 | Year, month of error Stores the year (last two digits) and month in BCD code.
completion b15 to b8 b7 to b0
[ Year  (owtoss) | Month (o129 |
(S1)+13 | Day, hour of error Stores the day and hour in BCD code.
completion b15 to b8 b7 to bo
[ Day (@mto3m) | Hour (oountozm) |
(S1)+14 | Minute, second of error | Stores the minute and second in BCD code.
completion b15 to b8 b7 to b0
[ Minute (@mtos9) | second (004 to 584 |
(S1)+15 | Day of week of error Stores the day of the week in BCD code.
completion b15 to b8 b7 to b0
| 00H | ey of the week (00w to 06#) | 0O (Sunday) to 06k (Saturday)
(S1)+16 | Network No. where Stores the network No. of the station where the error was detected, except when the completion
error detected status at (S1)+1 Is “channel in use (F7C1n)".
1 to 239 (network No.)
(S1)+17 | Station No. where error | Stores the station No. of the station where the error occurred, except when the completion status at
detected (S1)+1 is "channel in use (F7C1n)".
1 to 64 (station No.)
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MELSEC-QnA

(1)

()

@)

POINTS|

In order to increase the reliability of the data, you are
recommended to execute instructions with "with arrival confirmation"
set.

When the execution type is set as "without arrival confirmation®,
even if the send data contents are abnormal, the communication

will be completed normally, and there will be a normal completion

at the sending station.

Also, if the send data contents are normal but instructions from more
than one station are executed simultaneously with respect to the
same station, a "receive buffer full (F222H)" error will occur at the
target station but the status at the sending station will be "normal
completion”.

When data is sent consecutively to the same channel of the
receiving station, make sure that the data is read with the RECV
instruction at the receiving station before the next transmission.

If the sending station sends data to the same channel of the
receiving station while the previous data has still not been read by
the RECV instruction at the receiving station, an error will occur.

QnACPU QnACPU
(sending station) Network module Network module (receiving station)
.

-
1 1
1 I
1 1
1 i
' ]
I 1
]

: Channel 3 \ :
: m Channel 5 | |
] ]
1 1
] ]
1 1
1 1
1 I
I |
2

eororarmaneneae
-
g
=

[7]

m

Z

A=}
N ———— d
e

9-13
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MELSEC-QnA

(b) RECYV instruction

[Network No. designation]

Receive
command

|—| IR }—i JP : executed at leading edge

[Network module head I/0 No. designation]

Receive
command

|—| Ry [ un [ ) | o | © ‘-—-I GP : executed at leading edge

Setting Details Setting Range

1 to 239

254 : Network designated by
the valid module for other
station access setting

Jn Host station network No.

Head I/0 No. of host station network module
Un Designate the upper two digits of the 1/0 No. 0 to FEH
expressed as three digits.

First device for control data storage .
(S1) Designate the first host station device at which | Word device
control data is stored.

First device for receive data storage .
(D1) Designate the first host station device at which | Word device
receive data is stored.

Receive completion device
Designate the device to be turned ON for

2

2

Bit device !

(D2) one scan on completion of reception. : : " .3
(D1)..... OFF : Not completed ON : Compieted Bit designation of word device
{(D1)+1..OFF : Normal ON : Abnormal

*1: Bit device....cccoovrvnrrceiinrnnns FX, FY. S, SM, X,Y,M,L,F,V,B T, C,SB
*2 : Word device ........... drrresenssnsasstsanaassenns A, VD,SD, T,C,D, W, SW, FD, ST, R, ZR

_______________ -

*3 : Bit designation of a word device ... word device } . | bit No. 1

[Control data configuration (S1)]
See the following pages for details on the settings for each item.

Data Set by
Device ftem User System
(at Execution) | (at Completion)
(S1) Error completion type [o]
(S1)+1 Completion status (o]
(s1)+2 Host station storage channel (o]
(S1)+3 Sending station channel used (o]
(S1)+4 Sending station network No. (o]
(S1)+5 Sending station No. (o]
(S1)+6 (Not used) — —
(S1)+7 (Not used) - — —_
(S1)+8 Arrival watchdog time o]
(81)+9 Receive data length o]
(81)+10 | (Not used) — —_
(S1)+11 | Clock set flag (o]
(S1)+12 | Year, month of error completion - o g:;glgt!lg: te;;:"
(S1)+13 | Day, hour of error completion (o] setting specifies
(S1)+14 | Minute, second of error completion o] tshea;“ clock data be
(S1)+15 | Day of week of error completion (o]

9-14
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[

Detailed Settings for Control Data

Device Setting Details of Setting
(S1) Error completion type b15 ~ b8 b7 b6 ~ b0
[0 ~ ToJo[o] -~ [of]
(1) Error completion type (7th bit)
Set whether or not clock data is set at an error completion.
0 : Clock data not set............. The clock data on occurrence of an error in (S1)+11 to
(S1)+15 is not set.
1: Clock data is set............... The clock data on occurrence of an error in (S1)+11 to
(81)+15 is set.
(S1)+1 | Completion status Stores the status at instruction completion.
0 : Normal .
Other than "0* : Error (for details on error codes, see Section 10.1)
(S1)+2 | Host station storage Designate the channel in which read data is stored at the host station.
channel 1 to 8 (channel)
(S1)+3 | Sending station channel | Designate the channel used by the sending station.
used 1 to 8 (channel)
(S1)+4 | Sending station network | Designate the network No. of the sending station.
No. 1to 239 : Network No.
{S1)+5 | Sending station No. Designate the station No. of the sending station.
1to 64 : Station No.
FFH : All stations
(S1)+6 | (Not used) —
(S1)+7 | (Not used) —
(S1)+8 | Arrival watchdog time Set the watchdog time for the time taken to complete the instruction.
If it is not compieted within the set time, the instruction is completed in an error status.
0 : 10 seconds
0to 32767 : 1 to 32767 seconds
(S1)+9 | Receive data length Designate the data length of (D1) to (D1)+n.
1 to 480 (words)
(S1)+10 | (Not used) —
(S1)+11 | Clock set flag Stores the valid/invalid status for the data of (S1)+12 to (S1)+15.
0 : Invalid
1: Valid
(81)+12 | Year, month of error Stores the year (last two digits) and month in BCD code.
completion b15 ~ b8 b7 ~ bo
I Year (OOH to 99H) I Month (01H to 12H)J
(S1)+13 | Day, hour of error Stores the day and hour In BCD code.
completion b15 - b8 b7 _ 50
[ Day (01nto31w) | Hour (00Hto23x) |